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Deep Learning-Based Market Basket Analysis Using Association Rules
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Abstract

Market Basket Analysis (MBA) is a data mining technique assisting retailers in determining the
customer's buying habits while making new marketing decisions as the buyer's desire frequently
changes with expanding needs; therefore, transactional data is getting large every day. There is a
demand to implement Deep Learning (DL) methods to manipulate this rapidly growing data. In
previous research, many authors conducted MBA applying DL and association rules (AR) on retail
datasets. AR identifies the association between items to find in which order the customer place
items in the basket. AR is only used in mining frequently purchased items from retail datasets.
There is a gap in classifying these rules and predicting the next basket item using DL on the
transactional dataset. This work proposes a framework using AR as a feature selection while
applying DL methods for classification and prediction. The experiments were conducted on two
datasets, InstaCart and real-life data from Bites Bakers, which operates as a growing store with
three branches and 2233 products. The AR classified at 80,20 and 70,30 splits using CNNN, Bi-
LSTM, and CNN-BiLSTM. The results considering simulation at both splits show that Bi-LSTM
performs with high accuracy, around 0.92 on the InstaCart dataset. In contrast, CNN-BiLSTM
performs best at an accuracy of around 0.77 on Bites Bakers dataset.

Keywords: Market Basket Analysis, Deep Learning, Data Mining, Association Rules, Frequency
Pattern Mining.

1. Introduction

To meet consumers' expanding needs and compete in the market, retailers are interested in
customer purchasing patterns [1]. The ability to choose different versions of the same product
based on consumer preferences has been made possible by technological advancements, which
have increased the frequency of product updates [2]. Due to the growing customer demand as
more products are introduced to meet changing needs, the dataset is growing in size daily [3].
Hence, customers buy different items in a single store visit. Due to the large volume of products
and customers, the traditional method takes more time to find purchasing behavior. So data mining
methods must extract useful knowledge from data [4], [5]. Knowledge Data Discovery (KDD) is
the series of iterative steps to discover beneficial, salient, and comprehend patterns from massive
datasets [6]. Data mining is the crux of KDD, including techniques to understand and explore data,
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augmenting meticulous models, and finding crucial patterns in extracting knowledge [7].
Knowledge discovered from the KDD process helps identify frequent patterns in the database.
Frequent pattern mining is applied to relational, transactional, and time series databases [8].
Frequent pattern mining is active in market basket analysis, bioinformatics, crime prevention,
educational mining, and forensic analysis. Frequent pattern mining involves association,
clustering, classification, neural networks, and other data facts [9]. The retail industry is always
interested in customers' buying behavior to increase profit and plan new marketing strategies—
mining of frequent items in retail known as affinity analysis or market basket analysis [10]. MBA is
an effective technique to find the most frequent patterns for retailers. MBA identifies purchasing
behavior using a transactional dataset [11].

Transactional data is analyzed using different data mining methods for MBA; One data mining
technique to identify recurring retailer patterns is AR [12]. Transaction ids and a list of items that
have been purchased make up the transactional dataset. One item's association with another item
is found in the transactional dataset [13]. Data exploration is done, and preprocessing methods
are used to clean and normalize the data. After cleaning, an AR mining algorithm was used to
produce frequently used itemsets, and AR was created to discover consumer purchasing habits
[14], [15].

Due to the massive data size, researchers are focusing on DL methods to propose new online and
offline shopping experiences as retail grows rapidly [16]. Using offline and online retail datasets,
DL applications in MBA include next-basket recommendations, churn prediction, customer
segmentation, and sales prediction. DL methods, known as artificial neural networks, are based
on the structure of the human brain [17], [18]. These neural networks don't need to interact
with people to learn from unlabeled data. The neural network is made up of layers, a learning
algorithm, and an activation function. Data only moves in one direction in feed-forward neural
networks, from the input node to the hidden node and output node. In contrast, the Recurrent
neural network operates in both directions [19].

The transactional data is getting large as customer demand is increasing. Finding customer
purchase patterns and predicting the next item is a crucial research problem so retailers can
upgrade their business strategies accordingly [20]. There is a need to blend AR with DL methods
to make predictions and handle rapidly growing transactional datasets. This paper addresses
this gap by using AR as input in the DL method to predict the next product category. This paper
proposes a novel market basket analysis framework to predict the next product category using
AR as a feature selection. The objective of this paperis to 1) Propose a novel model to predict the
next product category on two datasets, InstaCart and Bites Bakers, 2) Extraction of AR using Eclat
and FP-Growth on InstaCart and Bites Bakers datasets, 3) Classification and prediction using the
extracted AR by implementing CNN, Bi-LSTM and CNN-BiLSTM on InstaCart and real-life datasets.
In the first phase of the Model, AR is used to find frequent items, while DL. methods are used to
predict the next product category purchased by the customer.
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2. Literature Review

In the past, many researchers conducted MBA using various data mining techniques. A detailed
review is published related to the research problem discussed in this paper (Rehman and Ghous,
2021). A brief review of previous research related to MBA using AR and deep learning methods
on offline and online retail datasets delineated as follows:

In 2023, Apriori and FP-Growth algorithms were used for market basket analysis with real-
world data. The performance of these algorithms was assessed using multilevel association rules
mining. According to numerical research results, FP-Growth performs better than Apriori at
all levels of product groups in terms of run time and memory [21]. In 2022, a novel next-group
recommendation approach based on sequential market basket information was proposed. The
proposed method was based on the upper similarity approximation clustering, Borda majority
count, and PrefixSpan algorithms. With the proposed approach, customers may have more
opportunities to increase their purchases by receiving recommendations for the next group rather
than the next item [22]. Apriori algorithms were used in 2022 to gather data on the relationships
between sales patterns from records of customer shopping cart transactions, specifically sales of
vehicle parts and transactions for vehicle repair services. Interviews and documentation were
used to collect data. The criteria used in this study were a minimum of 20 transactions with a
frequent item set of 1.7%, a confidence value of 40%, and a lift ratio value greater than 1. The
study's findings produced nine sales pattern relationships with 100% certainty [23].

By establishing association rules in 2022, the Apriori algorithm was used. It entails identifying
groups of items in a market basket whose combination could result in greater economic benefits
for businesses. This study aimed to analyze historical sales data from product groups to identify
relationships that would allow companies in the sector to generate patterns to propose portfolio
expansion based on the products with the highest purchasing trends [24]. In 2022, a method was
proposed to analyze buyer behavior patterns when purchasing an item simultaneously. The FP-
Growth algorithm was chosen because it is more efficient and faster. The result of the research is a
system that can quantify the value of product associations in transactional data. Five hundred and
seventy-one transaction data items were tested, and four rules with lift ratio test values greater
than one were discovered [25]. A study was conducted in Pithoragarh (Uttarakhand) city in 2022
in various retail stores such as Bachat Store, Vishal Mart, Buy Chance, Pithoragarh Army Canteen,
and so on. he transaction information was gathered from 45 of these stores' customers. RStudio
was used to implement the Apriori algorithm. Based on the literature, the support and confidence
values were set at 20% and 80%, respectively. The analysis yielded three association rules. All
three association rules showing a positive relationship between antecedents and consequents
had lift values greater than 1, which was discovered [26].

MBA using Association Rules was held in 2021. The study relied on sales data from any Vancouver
I[sland University website supermarket. A data set containing 225 different products was used
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to analyze the Weka program data. Apriori and FP Growth were chosen for assessment. Because
the data set is definite, the Apriori algorithm produced no results. As a result, the FP Growth
algorithm was used, and the top ten rules were assigned based on the conviction value [27].
In 2020, an Apriori algorithm was used for a frequent item set of sales transactional data of
Maharani Supermarket using temporal AR. The items purchased at certain intervals during the
fasting month, Christmas, and new year are recommended for product layout at the supermarket.
The best rule is milk with a snack for 12, 6, and 3 months at a minimum support of 0.07 and
confidence of 0.3. Seven rules were recommended as product layouts appeared at Christmas
2017 and 2018 for next new year's upcoming events [28]. In 2020, the Eclat algorithm was used
on a transactional dataset of 212 Mart to find the most frequently bought products in different
time intervals. The dataset is divided into quarters in Quarter 1 from February 21, 2018, to May
2018, with 13261 transactions; the bestselling item is Indomie goreng 86gr with 391 pieces. In
Quarter 2, from May 22, 2018, to August 2018, with 11978 transactions, the bestselling item is
alpha one 600ml with a quantity of 355 pieces. In Quarter 3, from August 22, 2018, to November
2018, the best-selling item is a 60ml milo stick with a quantity of 268 pieces [29].

After reviewing previous research, many authors conducted an MBA using AR to find customer
purchase habits. The MBA helps the retailer to find keystone products that recognize in the market
and could harm the business if these products are not available or costly. But as data is increasing
continuously due to the growing customer demands, it is difficult to find customer purchase
behavior by only extracting AR. So it is obvious that AR and DL methods need to be combined to
predict and classify these rules, as AR is only used to find customer purchase behavior (Basysyar
etal, 2021). There is a lack of using AR as a feature selection with DL methods.

3. Methodology

Analysis of customer purchase behavior is essential to acknowledge the shoppers about the
intention of buyers. It helps retailers design business strategies while knowing consumer
purchase behavior and success for new product launches [30]. The change in consumer buying
habits will help to predict the market trend. Prediction of the next item to buy is an important
research problem of an MBA [31]. In the literature review, this problem is solved using different
DL methods. The AR is only used to find buying patterns of customers. There is a gap in using
AR as a feature selection to predict the next product category. This paper presents a model using
AR as a feature selection and DL to predict the next product category on grocery datasets—the
framework implemented on two datasets, InstaCart, and real-life data obtained from a grocery
store. Nowadays, DL has emerged as a prominent and emerging research area in a variety of
fields. In contrast to conventional ML, DL enables multi-layer computation models to learn
representations of data by processing them in their raw form [32]. DL Methods were adopted for
this research.
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3.1 Dataset

InstaCart is an online grocery store dataset [33] available on kaggle.com. This dataset contains
information on aisles, departments, products, and order products. It contains 131209 transactions
and 39123 different items. Bites Bakers (https://www.facebook.com/bitesbakersvhr/) is an
offline grocery store. It has three branches in Hasilpur, Vehari, and Bahawalpur, Punjab. The
sales receipts were collected from Bites Bakers in Jalandhar Colony Hasilpur, Punjab. The receipt
dataset of November 2020 to February 2021 consists of 2233 products and 32665 transactions.
From these 140 products are the Bites special products, as shown in Figure 1. The proposed
model diagram showed in Figure 2.

The methods used to implement the proposed framework are described:

3.2 Association Rules:

Market basket analysis is applied to find customer purchase behavior in retail. AR is commonly
used to analyze transactional datasets to find the relationship between items purchased by

customers.
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Figure 1: Bites Special Products

Market basketanalysis is applied to find customer purchase behavior in retail. Association rules are
commonly used to analyze transactional datasets to find relationships between items purchased
by customers. A transactional dataset is given in the following table. TID is the transaction id of
each item. The item’s column contains a list of goods purchased by the customer.
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Table 1: Association Rules Formation

TIDY Items

Bread, Jam

Bread, Egg, Jam, Diaper
Bread, Jam, Diaper

Bread, Milk, Jam, Coke, Diaper
Bread, Milk, Coke, Diaper

Ul (W IN =

Examples of Association rules are:

{Bread} ——— {Jam}
The left-hand side item is known as antecedent and the right-hand item is consequent.
Customers who buy Bread also buy jam.

{Bread, Jam} ——— {Diaper}
customers who buy bread and jam also buy Diapers. Different dimensions of Association rules
are Single Dimension Association Rules which consist of one antecedent and consequent. While
Multidimensional Association Rules consist of more than antecedent and consequent.

{Bread} ——— {Jam}

{Bread, Milk} —— {Jam, Diaper}
Association rules are generated using different algorithms while doing MBA. These algorithms
include FP-Growth, Apriori, Eclat, and Enhanced Apriori with MapReduce Rapid Association
Rule Mining, CLOSET, CHARM, CARMA, Sequence, and Apriori with Hashing. In this work, multi-
dimension association rules were identified using Eclat and FP Growth algorithms on InstaCart
and Bites Bakers datasets respectively.

3.3 FP-Growth:

FP-Growth is an AR mining algorithm for creating frequent item sets in the transactional dataset
[34]. It works in two steps

o Construct a data structure called FP-Tree
. Generate frequent itemsets from the FP-Tree

[t scans the dataset in two phases: In Phase 1

. Scan the dataset and calculate support for each item

o Drop infrequent items

. Arrange frequent items based on support. While in Phase 2
. Build the FP-Tree by scanning the transactions

The FP-Growth is a fast and memory-efficient algorithm because it generates frequent itemsets in
just two data scans [35]. Therefore, it works fast than the Apriori Algorithm.
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3.4 Eclat:

Eclat (Equivalence class transformation) is a method to find frequent item sets in the transactional
dataset [36]. Zaki suggested it in 2001 [37]. It generates frequent itemsets using the depth-first
approach. It works on vertical data layout using intersection to calculate the support of itemset

[38].

. Generate transaction id (tid) list of each item

. The intersection of an item tid list with a tidy list of all other subsets of that item
. Repeat this process for all items

Eclat is fast and consumes less memory due to the depth-first approach [39]. It scans data only
once compared to the Apriori algorithm, which scans original data repeatedly.

3.5 Convolutional Neural Networks (CNN):

CNN is a deep artificial neural network to solve image and text classification research problems. A
simple CNN structure consists of convolution, max pooling, and fully connected layers [40].

The work of the convolution layer is to fetch the features of data. In the convolution procedure,
the kernel slides on input data, so the kernel weights are multiplied by the corresponding vector
values. The next pooling layer extracts the original features decreasing the training parameters
and ratio of overfitting. Pooling operations are divided into two types: max-pooling and mean-
pooling. Max pooling selects the maximum value in a corresponding convoluted vector.

DATA SETS

Data Preprocessing & Date
Analysis

FEATURE SELECTION
(Eclat & FP-Growth)

Association Rules Extraction

[ Vectorization & Transpose of |
Extracted Association Rules

s ~

Data Spliting (80-20%) & (70-30%)

. J

NN and BI-LSTM Deployment on |
InstaCart and Bites Bakers Dataset

Predicted Categaries

Figure 2: Proposed Model - Flow Diagram
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3.6 Long Short-Term Memory (LSTM):

The Long Short-Term (LSTM) neural network is a variation of RNN that defeats the Vanishing
Gradient problem faced in traditional RNN [41]. [42]. It can also be used to grasp the time-
related dependency from the dataset. LSTMs uses internal memory unit to learn from previous
observations to make a prediction. The basic structure of LSTMs consists of three gates: input,
output, and forget gates [43]. The flow of training information is controlled across these gates
by inserting information in the input gate, removing unnecessary information in forget gate, or
passing it to the output gate. The input, output, and forget I represent gates o and f, respectively.
The cell state is defined with C, and the cell output is represented by h, while the cell input is given
by x. The equations to calculate gates and states are shown below.

f. = o (w; .[h., x]+b) - (1)
it =0 (Wf '[ht-l'xt]+bi) (2)
¢, =tanh (w, .[h , x]+b]) .. (3)
0=0 (w, [h,x]+b) . (4)
h, = o, xtanh(C) - (5)

The weights of gates represented by w and C is the revised cell state. These weights are upgraded
using backpropagation for a long time. The forget gate decreases over-fitting by not permitting
whole information from the prior time instant. In traditional LSTM, the input of the hidden layer
relies on the computing of the cell controlling the data at the earlier time interval. On the other
hand, in Bidirectional LSTM, information flows in two ways: one forward and the other in the
opposite direction.

Based on the above methods, the proposed framework is implemented with two datasets, one
from previous research and the real-life data of a grocery store, which will be preprocessed
into transaction form to generate one hot encoded basket of purchased items. The AR will be
extracted using Eclat and FP-Growth algorithms on two datasets. These rules will be converted
into vector form to feed into deep learning methods. The extracted rules will be split into (80,20)
and (70,30) ratios of training and testing. The experiments on each split will be conducted using
CNN, Bi-LSTM, and CNN-BiLSTM methods on two datasets by parameter tuning. The simulation
of experiments and results will be mentioned in tabular form with performance metrics

4. Results and Discussion

The AR is only used to find customer purchase patterns [44]. Deep learning methods must be
implemented to make these rules' predictions and classifications. This section describes the
simulation of the proposed Model using AR and DL methods—the experiments conducted on two
datasets, InstaCart and real-life data from Bites Bakers grocery store. The AR was extracted using
Eclat and FP-Growth algorithms on two datasets. These rules are split into (80,20) and (70,30)
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ratios to simulate experiments. The experiments are conducted using PyCharm and Rstudio while
writing scripts in Python and R programming languages.

4.1 Experiment using InstaCart:
4.1.1 Preprocessing:

The AR algorithm takes data in a sparse matrix, a read. Transactions function applied to convert
data into transactions. The transaction data summary shows the sparse matrix size and frequency
of frequent items with corresponding product IDs. Unique product labels are assigned to get the
corresponding name for product IDs.

4.1.2 Deployment of Eclat

Now the preprocessed data is ready to select features using AR. The frequent items of a maximum
length of 15 with support of 0.001 were inspected by implementing the Eclat algorithm to generate
these rules. The frequent item set was used to get 347 AR at confidence 0.3, from which 65 is a
length 2 (LHS is one item and RHS is one item), 267 is a three dimensional (LHS is two products)
and 15 of size 4 (LHS is three products) as shown in Figure 3. The top 15 rules with confidence,
support, and lift values are shown in Figure. 4.
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Figure 3: Dimensions of Extracted Association Rules
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Ths rhs support confidence Tift itemset
[1] {organic Hass Avocado} =» {Bag of Organic Bananas} 0.018443857 0.3318250 2.812560 2560
[2] {organic raspberries} =» {Bag of organic Bananas} 0.013566143 0.3209520 2.720400 2500
[3] {organic Raspberries} => {Organic strawberries} 0.012727785 0.3011179 3.626710 2501
[4] {Honeycrisp apple} => {Banana} 0.009381978 0.3466629 2.428991 1996
[5] {organic Fuji Apple} == {Banana} 0.009221928 0.3715075 2.603072 1967
[6] {organic Lemon} => {Bag of Organic Bananas} 0.008132064 0.3044223 2.580293 2067
[7] {organic Large Extra Fancy Fuji Apple} =»> {Bag of Organic Bananas} 0.007415650 0.3365617 2.852709 1831
[8] {Broccoli crown} =» {Banana} 0.007049821 0.3154843 2.210530 1858
[9] {Cucumber Kirby} => {Banana} 0.005662721 0.3079155 2.157496 1299
[10] {organic navel orange} => {Bag of organic Bananas} 0.005525536 0.3661616 3.10359% 1068
[11] {Blueberries} =» {Banana} 0.005456943 0.3082221 2.159645 1261
[12] {organic Strawberries,organic Hass Avocado} = {Bag of Organic Bananas} 0.005411214 0.4613385 3.910321 2538
[13] {apple Honeycrisp oOrganic} => {Bag of Organic Bananas} 0.005235921 0.3050622 2.585717 1277
[14] {organic kiwi} =» {Bag of oOrganic Bananas} 0.004984414 0.3478723 2.948578 1140
[15] {organic Strawberries,organic Raspberries} =» {Bag of Organic Bananas} 0.004946307 0.3886228 3.293980 2498

Figure 4: Association Rules with High Lift Values

The scatter plot of the 347 rule, as shown in Figure.5, depicts that the rules with high lift have low
support.

Scatter plot for 347 rules
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Figure 5: Scatter Plot - Association Rules with High Lift Value

The AR is only used to find customer buying patterns [45]. There is no use of these rules to predict
and classify future business needs. In this work, the experiments are conducted to classify and
predict 347 rules using CNN and Bi-LSTM. The AR is converted into vector form by making a data
frame of unique products on rows and association rules on columns. The class labels are assigned
for multi-categorical classification for the cross-ponding products in association rules marked
as 1s and the remaining products with 0s. These rules passed to the CNN method consisting of
Conv1D layer with activation function' relax, GlobalMaxPool1D layer and two Dense layers with
activation function' relax, and the last Dense classification layer used activation function' softmax’
to perform multi-classification. The experiments were conducted at epochs five and batch-size 10
using the 'Adam’' optimizer by splitting data into (80,20) and (70,30) ratios listed in Table 1. The
second method, Bi-LSTM, is implemented with the SpatilaDropout1D layer, Bi-LSTM with dropout
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0.2, and the Dense classification layer using activation function' softmax' for multi-categorical
classification. The experiment was performed at epochs 50 and batch_size 10 using the 'Adam’
optimizer by dividing data into (80, 20) and (70, 30) ratios listed in Table 2.

Table 2: Results using InstaCart

Split Method Training Testing Training Testing
Loss Loss Accuracy Accuracy
80%-20% CNN 0.61 0.62 0.80 0.83
80%-20% Bi-LSTM 0.66 0.35 0.78 0.92
70%-30% CNN 0.67 0.46 0.77 0.91
70%-30% Bi-LSTM 0.57 0.46 0.83 0.89

The best results considering simulation at both splits show that Bi-LSTM performs with a high
accuracy rate on the InstaCart dataset. The prediction label shows that the customer will buy
yogurt, milk, fruits, vegetables, egg, and bread in their next purchase

4.2 Experiment using Bites Bakers:
4.2.1 Preprocessing:

The Sales Detail Report (SDR) is processed by omitting attributes that are not required, such as
date, price, time, and total amount. The required data from SDR was extracted by applying Excel
formulas—the unique products with product names extracted and stored in the products file. The
unique product IDs are assigned to each product, as shown in Figure. 6.

The preprocessing steps performed on the Bites Bakers dataset are grouping transactions based
on product id and Sale No, merging the top 100 special Bites product's name on product id as
shown in Figure. 7

IErnduc‘t ] lpmduct_name

1 BITES CAKE CHOCOLATES 1LPOMND
2 DATES 1-KG
3 ITEMM
4 STING 300MML
5 BITES SPECIAL BARF)I
S BITES BREAD LARGE-M
T EGG
8 BITES PASTRY S0
9 LU TUC SNACK PACK
A0 PF RIO HALF ROLL
11 LU GALA PMANI HALF ROLL
12 SPRITE CAMN 250-ML
13 MAZA PAMNI 1.5
14 CAPSTAMN
15 COCA COLA 1-LITER
16 GLASS
17 LAYS YOGURT & HERB RS 20
18 BITES BREAD LARGE-P
19 SUNDIP CHILLI GARLIC SAUCE 250-G
20 NATIONAL TOMATO KETCHUP 250G

Figure 6: Names and IDs of Bites Products
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Sr No Sale No Product Name product_id aTy
1 SAL-244277 BITES CAKE CHOCOLATE/ 1POND 1 1
2 SAL-244277 DATES 1-KG 2 1
3 SAL-244276 ITEM 3 1
4 SAL-244275 STING 300ML B 1
S5 SAL-244274 BITES SPECIAL BARFI 5 0.25
6 SAL-244274 BITES BREAD LARGE-M & 1
7 SAL-244274 EGG 7 12
8 SAL-244273 BITES PASTRY S0 a8 2
9 SAL-244273 LU TUC SNACK PACK 2 1
10 SAL-244273 PF RIO HALF ROLL 10 1
11 SAL-244273 LU GALA MANI HALF ROLL 11 1
12 SAL-244272 SPRITE CAN 250-ML 12 1
13 SAL-244271 MAZA PANI 1.5L 13 1
14 SAL-244270 CAPSTAN 14 1
15 SAL-244269 COCA COLA 1-LITER is 1
16 SAL-244269 GLASS 16 -
17 SAL-244269 LAYS YOGURT & HERB RS 20 iz 1
18 SAL-244268 BITES BREAD LARGE-P is 1
19 SAL-244267 EGG 7 (=]
20 SAL-244267 SUNDIP CHILLI GARLIC SAUCE 250-G 19 1
21 SAL-244267 NATIONAL TOMATO KETCHUP 250G 20 1
22 SAL-244266 BITES HARD NOKKA CHANA 21 1

Figure 7: Sales Transaction Report - Transformation to Transaction

4.2.2 Implementation of FP-Growth

The baskets of the top 100 products were generated by grouping transactions on Sale No and
Product Name where Quantity to count items purchased by the customer. The top 20 products
based on frequency are shown in Figure. 8. One hot encoding is applied on baskets to generate the
frequent item. The one hot encoded baskets feed into the FP-growth algorithm at support 0.001,
and the first 20 frequent item sets of size 203 are shown in Figure. 9. These frequent itemsets are
used to extract AR.

4.2.3 Implementation of CNN-Bi-LSTM

The rules extracted after implementing FP-Growth must be converted into vector form, as
discussed in section 4.1.4, to feed deep learning methods. These rules are converted into vector
form and transposed. The data is split into (70,30) and (80,20) ratios to feed into the DL method.
The rules are converted into a vector to predict and classify using CNN-BiLSTM. The structure of
CNN-BiLSTM consists of a Conv1D layer with the activation function' relax, a MaxPool1D layer,
a Dropout layer of 0.2 dropouts, a Bi-LSTM layer, and the last Dense layer with the activation
function' softmax’. The experiment used optimizer 'adam," at epochs 50 and batch size 10 to
classify the 170 AR and predict the next customer purchase category, as in Table 3.
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Bites Total Products 2233

product_id frequency product_name
@ 24 3389 BITES SPECIAL SWEET
1 7 2@53 EGG
2 116 1856 BITES SIMPLE COOKIES
3 1 1753 BITES CAKE CHOCOLATE/S 1POND
4 5 1498 BITES SPECIAL BARFI
5 91 1382 BITES CAKE RASS
6 18 1368 BITES BREAD LARGE-P
7 32 1299 BITES MIX SWEET
8 8 1285 BITES PASTRY 5@
9 42 1124 BITES FRUITE CAKE BOX
1a 63 1122 BITES CAKE PINEAPPLE /1POND
11 39 182 BITES EBREAD SMALL-P
1z 114 895 BITES FF FRY SANDWITCH
13 283 718 FACE MASK 3-PLY
14 14 682 CAPSTAN
15 67 664 BITES MIX NIMKO 1.KG
16 38 661 BITES RASS SMALL
17 119 853 BITES PIZZIA PUNCH
18 =] 6846 BITES BREAD LARGE-M
19 16l 628 BITES SPECIAL ORDER CAKE
2e 75 619 BITES BREAD SMALL-M

Figure 8: Transaction Group based on the Product ID

sSupport itemsets
a2 2.e42z228 (BITES CAKE RASS )
1 B .862358 (EGG )
2 2.2ls39a52 (BITES BREAD SMALL-M )
3 a.a314al1e (BITES BREAD SMAaALL-P )
= 2.ees574% (FRESHLEY WATER s22-ML )
=1 2. .a2xas79 {CAPSTAMN b}
L= 2.ez2ez36 (BITES RASS SMALL )
7 2.a821981 (FACE MASK 3-PLY )
1= e.eess521 (KOLSOM SLANTY WEGETABLE RS 28 )
=1 2.241635 (BITES BREAD LARGE-P )
ie e.es3s5892 (BITES PASTRY 5S& )
11 a.2192991 (BITES PIZZA PUMNCH )
12 2.256819 {(BITES SIMPLE COOKIES )
1= a.a2l5544 (BITES RASS SLICE )
14 2.a845859 (BITES SPECIAL BARFI )
15 2.2e93888 { FUDGE CREAMY TOFFEE )
16 e.1a375e (BITES SPECIAL SWEET )
iz a.ea’7ss4 (KOLSOMN SLANTY JALAPMNO RS.12 )
18 2. ezaesz2s (BITES MIX MIMKO 1.KG )
19 2.ea7992 (BITES PEAMNUT )

Frequent itemsets: (2083, 2)

Figure 9: Frequent Item Set with Support

The 170 AR generated with support, confidence, and lift values. The top 20 rules based on high
lift values are shown in Figure. 10.
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antecedents consequents antecedent support consequent support support confidence lift leverage conviction
165 (KOLSON SLANY SALTED RS 20 ) (KOLSON SLANTY VEGETABLE RS 2@ ) ©.005633 0.006521 ©.001500 ©.266304 40.839585 @.001463 1.354075
164 (KOLSON SLANTY VEGETABLE RS 20 ) (KOLSON SLANY SALTED RS 2@ ) ©.006521 0.005633 ©.001500 ©.230047 40.839585 ©.001463 1.291465
83 (SPRITE CAN 258-ML ) (COCA COLA CAN 258-ML ) @.0804990 ©.009888 ©.801347 ©.269939 27.298984 ©.081298 1.356203
82 (COCA COLA CAN 258-ML ) (SPRITE CAN 25@-ML ) ©.009888 0.004998 9.801347 ©.136223 27.298984 ©.881298 1.151929
97 (BD CANDLE CHORI RS 3@ ) (BD BALLOON 58 PACK ) 9.0807500 0.006521 9.601163 ©.155182 23.785954 ©.081114 1.175857
96 (BD BALLOON 5@ PACK ) (BD CANDLE CHORI RS 3@ ) 9.806521 0.087500 ©.801163 ©.178484 23.785954 ©.001114 1.288014
152 (LAYS PAPRIKA RS 20 ) (LAYS FRENCH CHEESE RS 20 ) 9.805786 0.008021 0.801102 ©.190476 23.747728 ©.881056 1.225386
153 (LAYS FRENCH CHEESE RS 20 ) (LAYS PAPRIKA RS 20 ) 2.008021 8.885786 ©.801102 ©.137485 23.747728 ©.081056 1.152584
157 (LAYS YOGURT & HERB RS 20 ) (LAYS PAPRIKA RS 20 ) 2.807378 0.005786 ©.80101@ ©.136929 23.665613 ©.880968 1.151958
156 (LAYS PAPRIKA RS 20 ) (LAYS YOGURT & HERB RS 20 ) 9.805786 8.007378 0.00101@ ©.174683 23.665613 ©.080968 1.282600
161 (COCA COLA 1.5-LITER ) (SPRITE 1.5-LITER ) ©.012980 0.005572 ©0.001653 0.127358 22.858@50 @.001581 1.139561
160 (SPRITE 1.5-LITER ) (COCA COLA 1.5-LITER ) ©.0085572 0.012980 ©@.001653 ©.2967@3 22.858@5@ @.@@1581 1.403419
162 (KOLSON SLANTY VEGETABLE RS 18 ) (KOLSON SLANTY SALTED RS 10 ) 2.009062 9.011388 @.e02327 ©.256757 22.5455%90@ @.002223 1.330132
163 (KOLSON SLANTY SALTED RS 10 ) (KOLSON SLANTY VEGETABLE RS 10 ) ©.011388 0.009062 ©.002327 0.204301 22.545590 @.002223 1.245368
39 (KOLSON SLANTY JALAPNO RS.18 ) (KOLSON SLANTY VEGETABLE RS 1@ ) 2.007684 0.009062 ©.001531 ©.199203 21.933014 @.e@l4el 1.237440
38 (KOLSON SLANTY VEGETABLE RS 18 ) (KOLSON SLANTY JALAPNO RS.10 ) ©.009062 0.007634 ©.001531 ©.168919 21.983014 @.001461 1.194806
34 (KOLSON SLANTY SALTED RS 10 ) (KOLSON SLANTY JALAPNO RS.1@ ) ©.811388 0.087684 ©.801714 ©.158538 19.598884 ©.881627 1.168169
35 (KOLSON SLANTY JALAPNO RS.10 ) (KOLSON SLANTY SALTED RS 18 ) 9.0807684 0.011388 0.801714 ©.223188 19.598884 8.881627 1.272521
154 (LAYS MASALA RS 20 ) (LAYS PAPRIKA RS 28 ) 9.0810011 0.085786 9.601133 ©.113150 19.555766 ©.801675 1.121862
155 (LAYS PAPRIKA RS 20 ) (LAYS MASALA RS 20 ) ©.805786 0.0leell ©.801133 ©.195767 19.555766 ©.801075 1.230974

Figure 10: Top Twenty AR with High Lift
Table 3: Results using Bites Bakers
Split Method Training Testing Training Testing
Loss Loss Accuracy Accuracy

80%-20% CNN-Bi-LSTM 0.03 1.34 1.0 0.75
70%-30% CNN-Bi-LSTM 0.06 0.55 1.0 0.77

The experiment at (80,20) shows that the best result considering minimum loss is with a training
accuracy of 1.0 and testing accuracy of 0.75, as shown in Figure. 11.

Training and Testing accuracy Training and Testing loss

10 = Training acc

—— Testing acc
0.9 14
08 12
0.7 1.0
06 08
0.5 06
04 04
0.3 02
—— Training loss
—— Testing loss
0.2 0.0
0 10 20 30 40 50 0 10 20 30 40 50

Figure 11: Graphical Representation of Bikes Bakers Dataset using 80-20 Split
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The best result at (70,30) shows that CNN-BiLSTM classifies AR with a minimum training loss of
0.06, testing loss of 0.55 and training accuracy of 1.0, and testing accuracy of 0.77, as shown in
Figure. 12.

Training and Testing accuracy Training and Testing loss

10 = Training acc
—— Testing acc

1.6 —— Training loss
—— Testing loss

08

06

06
04

04

0.2 0.2

0.0
0 10 20 30 40 50 0 10 20 30 40 50

Figure 12: Graphical Representation of Bikes Bakers Dataset using 70-30 Split

The high accuracy rate is 0.77 while considering both splits by implementing CNN-BiLSTM. The
prediction label shows that Bites fast food, Bites Ice Bar ice cream, and the Bites-shake will be the
next items to purchase. So more variety in these items can be introduced while proposing a new
business strategy to increase the profit.

5. Discussion

The experiment simulation shows that Bi-LSTM performs best with a high accuracy rate
considering performance metrics at both splits (80,20) and (70,30) on InstaCart. The simulation
performed on the proposed framework shows that AR can be used as a feature selection to find
customer buying habits. These rules can be used to predict and classify using deep learning
methods. So market basket analysis can be conducted using both AR and DL methods. The
research objective is extracting AR by implementing Eclat and FP-Growth algorithms on two
datasets, InstaCart, and real-life data Bites Bakers. These extracted rules feed into CNN, Bi-LSTM,
and CNN-BIiLSTM methods for classification and prediction. The results of simulation at both
splits (80,20) and (70,30) show the accuracy and loss of both datasets. Compared to related work,
a comparative analysis is conducted with a proposed framework. The author used an ensemble
approach to predict the purchase probability of retail items. Table 4 shows that the performance
of the proposed framework is better than related work.
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Table 4: Comparison of Proposed Model with Existing Techniques

Author Technique Accuracy
V. Umayaparvath, K. Baseline, FNN, CNN 71.68%
[yakutti
[46]
Ghadekar (2019) CNN 70.00%
[47]
Sharma & Omair Shafiq Random Forests, CNN, 88.84%
[48] XGBoost
Seymen, Omer Faruk NN, Logistic Regression 89.00%
[49]
Proposed Framework Association rules as 91.00%

feature selection using CNN
for next-item prediction

6. Conclusion and Future Work

The relationship among buyers' preferences can be deduced using a data mining technique
called market basket analysis. The analysis of these associations assists the retailer in proposing
a business strategy by assessing the frequently buying items. The comparison between the
customer buying pattern and the production pattern of the company helps in buying the product.
Analyzing the consumer buying pattern is crucial; many data mining methods can attain this. AR
is a data mining approach to understanding the frequent activities of purchasers. In previous
research, many authors used this method to detect only customer frequent purchase patterns.
There is a lack of predicting and classifying the AR to propose new business strategies for the
growing needs of consumers. This work introduced a framework using AR and DL methods to
overcome the problem. The AR is used as a feature selection to find customer purchase behavior
from transactional datasets. These rules are classified and predicted using deep learning methods.
The experiments are simulated in Python and R programming languages on InstaCart and Bites
Bakers datasets. To conclude, the best accuracy is achieved using Bi-LSTM with a 0.92 accuracy
rate on InstaCart. The performance metrics on Bites Bakers expose CNN-BiLSTM classifies AR at
a high accuracy rate of 0.77.

Market Basket Analysis helps the manager understand which items customers purchase during
their visits to the store. The results can be used to propose marketing strategies and design
different store layouts to attract customers. MBA on Bites Bakers dataset predicts Bites fast food,
Bites Ice cream, and Bites shake will be the next product category to purchase. So these products
can be placed at stores where new products can be placed to capture customer intentions. The
new items in predicted categories can be launched to increase revenue or put on Sale.
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The proposed model is slightly overfitting on Bites Bakers dataset. However, the model performed
well on Bites Bakers. This happened due to the inconsistency of the real time dataset. In the future,
the model will be improved to overcome the inconsistency of the real-time dataset for MBA by
introducing new preprocessing methods. Furthermore, the proposed model will be implemented
onalarge grocery store's transactional dataset for future work. The dimension reduction methods
should be used to reduce the dimensions of the baskets. Many ARs can be used to evaluate the
performance of the proposed framework. The accuracy of the real dataset will be improved using
multiple preprocessing techniques.
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