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Abstract

This paper proposes a mix of some old and few novel techniques to nail down the fundamental 
problem of Food-Items and Prices recognition and eventual extraction of them from the 
Grocery Receipts. Considering in our research we didn't find any existing OCR engine that is up 
to that standard let alone specialized for this specific purpose. Since the target was to create 
a specialized OCR system, we began with an idea of creating the wrappers around basic OCR 
system to empower it with context of Grocery Receipt. For this, we've built pre-function and 
post-function wrappers over existing system called Tesseract-OCR. Our system follows specific 
work-flow to enhance basic OCR output. First it runs the provided image to image filters to 
make it most suitable for Section-level extraction. Our system then bifurcates the image into 
sections (like Price, Item-Names, Quantity are dealt separately from one another) according to 
given template layouts. Specific portion of images (sections) are then forwarded to Tesseract 
engine for basic OCR. Then text-extracted is forwarded to a contextual pattern matcher, to make 
sense of the text-extracted in a contextual manner. After testing system on particular grocery 
stores receipts, we successfully conclude that our techniques significantly improve on both the 
accuracy of overall context based text recognition and close-match detection when compared to 
an unassisted/ vanilla Tesseract OCR. Proposed system will empower Food-Kitchen Assistance 
Mobile Apps in the market.

Keywords: Accurate image to text converter, Receipt parsing using template matching, OCR 
using receipts template, Text retrieval from receipts images

1	 Introduction

The objective of our work was grocery receipt’s parsing i.e image to text conversion using open 
source Tesserect OCR [23][4][11]. As Tesserect OCR just retrieve text from images. We have 
proposed techniques for parsing receipts that is template matching. We stored templates or 
structures of the templates of different stores. We can easily retrieve items, quantity of each 
item and price of each item. We used the relative positions of items, quantities and prices in the 
receipts to find the item etc in new image of the same store. Thus OCR read only that required 
portion. That reduced the time and improved accuracy. 

	 Before applying simple OCR technique, we first did some image pre-processing 
techniques. First of all image processing techniques; include image background removal. 
Background is actually non-textual area of image. Then we applied text deskewing [25] followed 
by image binarization [1][8]. We also applied resizing technique if image was smaller in size.
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Items, quantity and price portions of image were calculated from the template then Tesserect 
OCR was applied to each portion in order to retrieve the text. Then context sensitive spelling 
was applied on result. 

	 Rest of the paper includes Related work, Tesserect OCR open source API, Image Pre-
processing techniques, Methodology, Image template, Context sensitive spelling correction, 
Results, conclusion and future work.

2	 Related Work

In references [3] and [4] OCRing is done using pattern matching and advance heuristics. These 
methods are proven to be very successful for generic type of receipts parsing. They have used 
Regular Expressions to extract different texts. Heuristics in [4] are very helpful to discard 
garbage data, that are not necessary. Here OCRing is based on assumptions noticed in large 
number of receipts. These techniques are generic and work on every receipt. 

	 [19] describes the ABBY cloud SDK for receipt recognition. As receipts are not always 
clear. These images may be noisy due to taken by movable mobile devices. So simple scanning 
may not give you an accurate results. This API is paid API.   

	 [20] is an R&D about similar purpose. This R&D is basically for receipt parsing. This R&D 
also inclue similar steps like image binarization, text finding etc. 

	 OCRDroid framework has been proposed in [8]. This uses image processing techniques 
like deskewing, binarization etc for better results. There is limitation on multiple images OCRing 
and Text detection from complex backgrounds. 

	 Beside this a lot of work has been done and going on using OCR techniques, OCR 
improvement using image processing techniques, using advance state of the art techniques like 
Neural Networks etc.

3	 Tesseract-Ocr

Tesseract is an open source Optical Character Recognition (OCR) Engine or API, available 
under the Apache 2.0 license. It can be used directly use or using an API to extract typed text, 
handwritten text or printed text from images of different formats. It supports a wide variety 
of languages (we have used python) and almost for all operating systems (have used Ubuntu 
16.01) [23] [21]. 

For configuring pytesserect in Ubuntu, use the following commands:
sudo pip install pytesserect
sudo get-apt install tesserect-ocr
After configuring it, you can select language, configuration according to your need. We have used 
‘eng’ English as a language, “- psm 6” as a config parameter and Image object as a parameter.
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4	 Image Processing

Tesserect OCR is open source library sponsored by Google, It has accuracy issue. It is generic 
image to text converter. To clear the image in order to be read by OCR accurately same image 
processing steps have been applied as given in [3] and [4].

A	 Image Background Removal

As OCR process is little bit slower and there is accuracy issue in case of noisy background. 
Accuracy and speed issues have been improved. This will work only if you have image like as 
given below. When we applied OCR on below JPEG image having dimensions 3936 x 5248, it 
took 3.231 seconds. When we applied background removal, it took 1.725 seconds. And the 
result was also improved as mentioned in the table below:

        

Figure 1:  Walmart receipts before and after image background removal
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Table 1: Result Before And After Image Background Removal

B	 Image Binarization

Image binarization is process of converting colored image to black and white image [1] [8]. 
This is used to clean dirty images i.e images having noisy backgrounds [13]. Tesseract OCR 
by default use Otsu’s Binarization [23]. But we have used this is an extra layer to make results 
more accurate. And the fact is that we have used images taken by mobile camera which has 
great chance to be noisy.
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Figure 2:  Trader’s joe receipt before and after image binarization

Table 2: Result Before And After Image Binarization

C	 Image and Text Deskewing

Sometimes text in receipts are skewed may be in any direction. In that case, OCR doesn’t provide 
correct results or sometimes doesn’t. To avoid such situation we used an additional filter for 
text deskewing. We have used technique mentioned in [25] for text deskewing. Results have 
been improved. Following figure (on left) shows the skewed text found in receipt, we deskewed 
it first and then applied OCR. Accuracy has been improved. Comparison has been shown in table 
given below.
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Figure 3:  Skewed text in image

Table 3: Results Before And After Text Deskewing

D	 Image Resizing

This technique has been used to speed up the processing. As OCR is a game of playing on pixels 
so, higher the resolution of image, more will be the processing time and vice versa. So we 
reduced the size but not too much to effect the OCR accuracy. For example High Definition image 
of 4000 x 6000 will have the same result as 2000 x 4000 dimension image and processing of 
image discussed later will be faster than the image discussed earlier. By reducing size, the OCR 
performed very poor because of information loss in image. Image having DPI (Dots per Inch) 
greater than 300 has been observed to have good results.

E	 Image Stitching

For long receipts you have two options either you will take photo from far distance or you will 
take multiple snapshots. For earlier case the quality of image can be disturbed and in the later 
case, many images should be stitched together first and then OCRed. For this we used image 
stitching algorithms discussed in [9] [10] [11] and the result was fine. You have also an option 
to skip image stitching. OCRed multiple snapshots and then clean the result. But this can be 
very difficult to clean data. 

Figure 4:  First part of the image (Upper portion)
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Figure 5:  Second part of the receipt  (middle portion)

Figure 6:  last part of the receipt  (Lower portion)

	 There is no limitation on images. But you must tell us about the base image. So that other 
images are simply stitched to the base image.

After stitching the result is given below

Figure 7:  Image after stitching all three parts



Optical Character Recognition Engine to extract Food-items and Prices from Grocery Receipt 

KIET Journal of Computing & Information Sciences [KJCIS] | Volume 2 | Issue 1 66

	 Now this image is simply used as an input to Tesseract OCR and text is retrieved from 
image. In case of high resolution, this process is very slow. To solve this problem, we first resized 
all the images to low resolution then stitched them together. But resizing to low resolution will 
affect the OCR accuracy so, that should be done carefully. We resized then to low resolution first, 
then stitched and then again resized to high resolution. 

5	 Image Template

We have used the stored templates of stores in database. 
And while testing the image, we retrieved that specific store template. Store template have the 
(x, y) coordinate points, width and height information of

Footer: Xf, Yf, Wf, Hf
Item: Xi, Yi, Wi, Hi
Quantity: Xq, Yq, Wq, Hq
Price: Xp, Yp, Wp, Hp
Logo: Xl, Yl, Wl, Hl

Figure 8:  Different regions of image (Image Template)

We have templates of all the receipts in our database as shown in above Figure 8. 
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It is clear from figure the item portion is between logo and footer. So we used this is heuristic 
for other images to be tested. We retrieved items portions mathematically. 

item x point = item x point
item y point = item y point
item width = item width
item height =  footer y point (because item is up to the start of footer)

6	 Methodology

Complete methodology is given in the below flow diagram. In case of multiple images, image 
stitching is applied first then background is removed. Background contains all the non text area 
of image. Template may be smaller than or larger than the image that is processed.  We had 
the location of items, prices and quantity in the template. We used this knowledge to retrieve 
image’s specific portion. For example we had the image portion having (x, y, w, h) in template.

	 Where “x”, “y” is position in image and “w” is the width of image and “h” is the height of 
image. We found the percentage of items portion in template image.

Following things are known from template,
•	 Template Picture Width  = Wt
•	 Template Picture Height = Ht
•	 Template Picture “x” = Xt
•	 Template Picture “y” = Yt
•	 Template Picture items portion width = Wi 
•	 Template Picture items portion height = Hi

Percentage of items portion width = PWi
Percentage of items portion height = PHi
Percentage of items portion X = PXi
Percentage of items portion Y = PYi

	 PWi = (Wi / Wt ) * 100		  (1)
	 PHi = (Hi / Ht ) * 100		  (2)
	 PXi = (Xt / Wi ) * 100		  (3)
	 PYi = (Yt / Hi ) * 100		  (4)

	 We have found that what percent of the image is items in the template. Used relative 
calculation to find items portion in new image.

Set the current picture width and height with respect to template image percentage of width 
and height
Current  image is the image being processed
Current image width  = Wc
Current image Height  = Hc
Item portion width in new image = IPW
Item portion height in new image = IPH
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Item portion X in new image = IPX
Item portion Y in new image = IPY
These values can be calculated by 

	 IPW = ( Wc / 100 ) * PWi	 (5)
	 IPH = ( Hc / 100 ) * PHi	 (6)
	 IPX = ( IPW / 100 ) * Pxi 	 (7)
	 IPY = ( IPH / 100 ) * Pyi	 (8)

Using above technique we retrieved the image portions/sections using template information 
independent of requested image size, whether greater or lesser than template image. This gave 
us better results. 

Figure 9:  Flow chart of the proposed technique
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	 The next challenge was to read the item and quantity portion if the items in tested image 
is lesser or greater than items in template image. For example in template image we had 10 
items and in tested image we had 2 items. Now portion covered by 10 items will not be the same 
as portion in image covered by 2 items. If OCR read same portion, result will not be acceptable. 
To tackle this issue, we used some heuristics, It is clear from the receipts (Figure 7 and Figure 
8) that portion between logo and footer is always items portion in receipts.

7	 Context Sensitive Spell Correction

To make Tesserect OCR results more accurate, we used context sensitive spelling correction. 
Context sensitive spelling correction is a technique of correcting OCR results by matching them 
with dictionaries of stores. For example we scanned wallmart Receipt, OCR returned result, 
we matched the result with wallmart dictionary i.e words/terms used in that store. Each 
stores name terms/words as well as matching score is stored. For the next read, result was 
automatically corrected. After scanning a lot of receipts, at last this method perfectly worked. 
Beside this we have used two levels of dictionaries for spell correction, store specific and 
grocery related dictionary.

	 Beside this we have used a corpus of text that are part of receipt but not our required 
text. Words such as tax, total, subtotal, discount etc are included in that corpus. These words are 
excluded at the very first stage from OCR result.

8	 Results

We have tested our algorithm on various receipts template of various sizes and resolution. We 
observed it is performing best in many cases.  We have stored template of wallmart having 397 
width and 804 height. Tested using wallmart image having width 2043, height  4128 and noisy 
background.

Figure 10:  Test Image (Walmart Receipt)
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Table 4: Result of Walmart Receipt In Figure 10

	 Items Name	 Prices

	 15x12 fas wc	 7.97
	 hand towel	 2.97
	 gatorade	 2.00
	 gatorade	 2.00
	 oxiclean vsr	 7.52
	 mtc car flag	 9.97
	 t-shirt	 16.88
	 push pins	 1.24
	 ultratech	 5.97
	 reese mini	 2.88
	 16 oz cup	 0.87
	 copy paper	 4.22
	 seagrams lq	 23.47

Given below is the receipt of Trader’s joe

Figure 11:  Test Image (Trader’s Joes Receipt)
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Table 5: Result Of Trader’s Joe Receipt In Fig. 11

	 Items Name	 Price

	 olive oil potato chips	 1.9
	 hummus garlic roasted ec	 1.9
	 cheddar new zealand sharp	 3.71
	 pita whole wheat 5\	 1.8
	 olives manzanilla	 2.2
	 creamy salted peanut butter	 2.4

	 For both of the above receipts there is no quantity portion, so quantities have been 
returned empty. If there were quantities in template images, they will be returned.

	 We have observed that, OCR accuracy has been improved up to great extent using image 
processing techniques, that was pre-processing step in our proposed technique and then the 
OCR result has been adjusted using our post-processing technique that is spell correction of 
OCRed Text.

9	 Conclusion

A In this paper we worked on template based matching of receipt and retrieving text from 
receipt images. For the new image (receipt) first we retrieved the structure of receipt and then 
calculated the different portions of images i.e items portion, price portion and then parsed the 
new receipt accordingly. Retrieved text is then cleaned by filtering (context sensitive spelling 
correction). We have tested system for 10 different stores receipts and our proposed template 
based matching and parsing gave good results. It also worked best in case of noisy images. 

10	 Future Work

We have shown this idea seems good in case of noisy and complex receipts. Future work is 
to do generic receipt parsing and making template based matching efficient. Because receipts 
may vary in content from time to time. On some occasions receipts may have discount portion 
while in normal situation it may be simple containing only items, prices and quantities. Generic 
receipt parsing works without template. Our proposed system cannot parse receipts whose 
templates are not available in our database.  We will also do receipt recognition using Machine 
Learning techniques and then parse it. 
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