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Abstract

As the world is moving towards new era known as the era of ‘Artiϐicial intelligence’ where many 
of things will be controlled automatically through many sources such as face and thumb lock like 
this we can control things through sound as people are trying to do so and this thing getting hot 
day by day but it is not explored that much, in this paper we are exploring sound and its feature 
extraction techniques through which we can extract features from various types of sound and 
can make them applicable as this paper presents a survey on feature extraction to comparative 
analysis with respect to properties such as noisy data, complexity, accuracy, extraction method 
it will be helpful to use which data set with which type of sound. Feature extractions process 
has a direct relation with any of the machine learning algorithm. If feature extracted is robust, 
the use of underlining machine learning algorithm will increase accuracy. This paper targeted 
only the comparative analysis of features used in literature for sound. In future, two or more 
features will be combined to enhance the impact of sound recognition systems.

Keywords: Sound Recognition, Feature Extraction in Sound Recognition, Sound Detection, 
Robust Feature in Sound Recognition and Detection, Robust Features in speech recognition.

1 Introduction

Sound is the vibration that travels through air or any medium and these vibrations are audible 
when they reach an individual’s ear and sound is formed by the unbroken and consistent 
vibrations. The ϐirst ever sound that was noted by invented by Édouard-Léon Scott de Martinville, 
was  assembled by a gadget called a phonautograph in 1957. Phonautograph write out sound 
waves into a line that is drawn on paper but with these waves there are some features through 
which sound can be categorized in many classes or categories were extracted. Let’s take an 
example when we hear any kind of sound our brain start processing on it and categorize that 
sound like we can predict that this is the voice of a female without seeing that female because 
we know which value range belongs to which category, but the major challenge is to extract the 
features and their different ways of doing it such as MFCC, RASTA, LPCC, Cepstral Analysis, LPC 
and many others [1]. The majority of these proposed frameworks consolidate two handling 
stages. The first stage studies the received sound wave and extracts parameters (features) from 
it. The feature extraction the extracted features and both of these stages are deϐined brieϐly 
below. Many set of feature extraction are proposed earlier for audio classiϐication [2,3,4]. 
Largest portion has been covered by low-level signal features and then second important 
feature set consist of Mel-frequency cesptral coefϐicient (MFCC) [5] and then those remaining 
features come.
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 All of the features are used audio classiϐication and are very powerful in classifying the 
audio class but it gradually decrease when amount of classes increase. Therefore, using which 
feature set with which amount of classes is an issue which can create further more issues if 
we select wrong feature set with respect to the problem description, result will help you with 
comparison done which will guide you when to use which set [6, 7].

 Speech is that the most typical manner of communication between humans. Speech also 
carries the information related to the speaker. To recognize the speaker there are features exists 
in the speech signal. These extracted features will be useful in training of the model for speech 
recognition.

 In audio processing, feature extraction is the backbone. The importance of feature 
extraction technique can never be ignored in speech recognition and processing systems [8]. 
But these features that are extracted must fulϐill these criteria while doing speech recognition.  
These standards are [9]: 

• Easy to measure extracted speech features 
• Not be susceptible to mimicry 
• Perfect in showing environment variation 
• Stability over time

 For feature extraction audio samples are collected and then converted to digital signals 
at a regular interval. At these voice samples noise reduction is performed so that the original 
audio sample can be ϐind to perform feature extraction on it. For the speech recognition we 
extract the features from the digital signals which provide the acoustic properties of that speciϐic 
digital dataset that is really useful for representing the speech signal.

 These speech signals are slowly timed varying signals (quasi-stationary). When analyzed 
for a short time interval for example examined for example 5ms-100ms, the attributes seems 
to be relatively stationary. However if sound/vocal features are modiϐied for a speciϐied time 
interval, it reϐlects the different values of spoken audio features. The information of audio signal 
can be categorized by using short term amplitude spectrum of the audio wave form. These 
techniques are known as phonemes helps in the extraction of sound features of short term 
amplitude spectrum from audio signals called phonemes [10]. 

 Rest of the paper is divided as follow; Section I is about the literature review or Related 
Work, Section II is the detail explanation of different features that can be extracted from sound, 
Section IV is Result section that is detail comparative analysis of different features extraction 
technique, Section V is the concluding the topic and Section VI is the future potential area.

2 Related Work

Authors of [11] focused on the comparative analysis of widely used feature extraction 
techniques related to speech recognition and in the end of the research has conclude that the 
PLP is extracted on the conception of logarithmically spaced ϐilter bank, combined with the 
conception of human hearing system and has improved results than LPC.
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 According to paper [29], author has extracted MFCC feature and de-noise the audio 
sample and also enhanced the MFCC feature by calculating the delta energy for the coefϐicient.

 Authors has extracted MFCC feature for the speech emotion detection discussed in 
detail in [30]. MFCC feature is extracted and worked very efϐiciently and train the model for the 
detecting of speech detection emotion.

 Isolated speech recognition by using the MFCC and Dynamic Time Wrapping (DTW) was 
focused by the authors of [31]. In this research features for the isolated speech recognition 
were extracted by using the MFCC.

 In [14], authors has identiϐied and focused on the problem of optimizing the acoustic 
features set by Ant Colony Optimization for the Automatic speech recognition. Speech signal is 
considered as input in this research and feature extraction is performed over this signal using 
MFCC extraction method, total 39 coefϐicients are extracted in this research by using MFCC.

 Comparative analysis of speech recognition has done in paper [33]. These analysis 
was performed on noisy conditions on the widely used feature extraction techniques named 
MFCC,LPCC,PLP, RASTA-PLP and HMM and has analyzed that PLP distinctly gave the maximum 
percentage of recognition and the grouping of LPCC, PLP and RASTA provided the output as 
third maximum recognition percentage.

 In [34], Authors have worked on the change in detection in multi-dimensional unlabeled 
data in which features were extracted by using the PCA feature extraction technique.

 According to the authors of [35], they focused on the PCA drawbacks which are high 
computational cost, extensive memory utilization and low adequacy in handling expansive 
dimensional datasets, so author has proposed a new technique Folded-PCA. By using this new 
proposed technique these drawbacks can be resolve.

 Drawbacks of PCA was discussed in paper [36]. These drawbacks are: computational cost, 
extensive memory utilization and low adequacy in handling expansive dimensional datasets, so 
they analyzed two variation of the PCA technique SPCA and Seg-PCA. These variations can be 
helpful to reduce the drawbacks of PCA.

 Authors in [20] have done the survey over the feature extraction technique and conclude 
that the LPC is vector dimension and has high computational cost and also reduce accuracy and 
their window size which is not good for non-stationary speech signals such as speech signal.

 In [38], Authors has proposed the new technique for the noisy speech recognition based 
on auditory ϐilter modeling-based feature extraction and gives the result that LPC is less efϐicient 
in this manner in comparison with PLPaGc.

 Comparative analysis for the speech recognition speciϐic for Hindi language words, 
and has analyzed that LPCC gives less recognition rate for isolate, paired and hybrid words as 
compared to MFCC has performed in [39].
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 A new recognition system was proposed in [40]. This system uses the acoustic waves 
generated by the construction equipment, this will be very helpful to avoid external damages. 
Feature extraction for the recognition system was done by combining LPCC and SVM.

 The RASTA feature extraction technique in combination with TANDEM was used by 
the authors of [41]. The authors stated that this technique is an efϐicient way to represent the 
message-information in the speech signal.

3 Feature Extraction Techniques

Various Features Extraction techniques has been observed in the literature, that is used for 
sound recognition and sound detection. Each one has its own advantages and disadvantages 
depending upon the environment I-e nature of problem. For example features extraction used 
in sounds related to school cafe will be having different impact on sound of vehicles.  Some of 
the features extraction techniques that are observed during our research are:

• Mel-frequency Cepstral Coefϐicients (MFCC)
• Perceptual Linear Predictive (PLP)
• Relative Spectral Processing (RASTA)
• Linear Prediction Cepstral Coefϐicient (LPCC)
• Principle Component Analysis (PCA)
• Linear Discriminant Analysis (LDA)
• Wavelet
• Dynamic Time Warping (DTW) 
• Combined LPC and MFCC
• Kernel based feature extraction
• Independent Component Analysis (ICA)
• Integrated phoneme subspace method
• Probabilistic Linear Discriminant Analysis (PLDA)
• Linear Prediction Coefϐicient (LPC)
• Discrete Wavelet Transformation (DWT)
• Wavelet Packet Decomposition (WPD)
• Gammatone Frequency Cepstral Coefϐicient (GFCC)
• Gaussian Mixture Model (GMM) 

 This paper targeted only six features extraction technique (MFCC, PLP, PCA, LPC, LPCC 
and RASTA) to compare on the basis of several parameters such as Impact in presence of noise 
I-e noisy data, Complexity (in case of features extraction and computation), Accuracy and 
Feature Extraction Method.

A Mel-Frequency Cepstral Cofϔicients

MFCC is one of the most important techniques used to extract the feature from speech signal 
[11] that is actually based over the human’s ear scale bandwidth. It uses the low and the high 
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frequencies, measured in Hertz (Hz) to get the speech signal. MFCCs considered as frequency 
domain features that are more accurate in comparison with time domain features [11]. These 
signals are then divided into the audio frames to calculate the MFCC. Let each frame of audio 
signal contains the N samples and considers the next and the previous frames of the audio 
signal is separated by M samples where M<N. All audio frames are multiplied by a Hamming 
window. The hamming window [16] value can be calculated using this equation 1.

                                         W(n) = 0.54 - 0.46 cos(2πn/N - 1) (1)

 Then speech signal is transformed to frequency domain from time domain by utilizing 
its Discrete Fourier Transform.

 The melfrequency scale [17] is consider as linear frequency having spacing less than 
1000 Hz and a logarithmic spacing more than  1000Hz .As a reference point ,a pitch of a 1 KHz 
tone ,40 dB above the threshold perceptual hearing, is deϐined as 1000 mels. So, to ϐind the mels 
for a speciϐic given frequency f in Hz we can use this equation 2.

    Mel(f) = 2595*log10(1 + f/700)   (2)

 The MFCC features correspond to the total power of the log in a critical band around 
the center frequencies. Finally, for the calculation of cepstral coefϐicients, the Inverse Discrete 
Fourier Transformer is applied; ϐinally calculate the DCT of the output from the ϐilter bank. The 
resultant value is the actual Mel-Frequency Cepstral Coefϐicient.

Figure 1: MFCC features Extraction Technique

B Perceptual Linear Predictive

The PLP model aims at human vocalizations based on the concept of hearing psychophysics 
and then more precisely in the process of extracting features. PLP increases the rate of speech 
recognition and also eliminates irrelevant speech information [18]. PLP technique is quite 
similar to LPC but differs from MFCC. PLP mainly consists of three steps. First one is for critical 
band analysis. Second is for equal loudness and the third one is for intensity-loudness and 
power-law relation. PLP carries out spectral analysis with frame of N samples with N band ϐilters 
on the speech vector. For the experiments, 256 window sizes and 24 ϐilter banks are used. The 
PLP ϐilters are then produced with pre-emphasis and scale of bark. Next step is the estimation 
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of power spectrum with the power law [18]. Now computed PLP spectrum is forwarded to LP 
analysis with the frequencies. At-last LP analysis is performed along FFT and then ϐinal values 
are observed by calculating the inverse of FFT.

Figure 2: PLP features Extraction Technique

C Linear Prediction Coefϔicient

The LPC is actually works on the prediction. In samples of speech signal, we can predict the nth 
samples, which can be represented by summarizing the previous samples of the target signals 
(k). The inverse ϐilter production should be carried out to match the formants region of the 
speech samples [19]. The LPC process is therefore the application of these ϐilters in the samples 
[20]. The main idea of LPC is to approximate the current (n) acoustic sample s(n) with the 
previous samples s(p).

       (3)

Then LPC is obtained using the Levinson-Durbin recursive algorithm [20].

    

 

    (4)

H(z) reϐlects the propagation path of the acoustic signal. Let c (n ) be the impulse response [20]:

Figure 3: LPC features Extraction Technique

             (5)

D Linear Prediction Cepstral Coefϔicient

Linear Prediction Cepstral is an enhanced version of LPC method. The representation of linear 
predictive coefϐicients is in cepstrum domain can be reϐlected as new coefϐicients known as 
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linear predictive cepstral coefϐicients [21]. The value of LPCC coefϐicient can be computed by 
using LPC equations which are as follows.

         (6)

                 (7)

      (8)

Where   are the LPCC.

E Principle Component Analysis (PCA)

The PCA is thought a Principle part Analysis – this is often a statistical analytical tool that's 
used to explore kind and cluster information. PCA take an over-sized variety of correlate 
(interrelated) variables and rework this information into a smaller variety of unrelated 
variables (principal components) whereas holding largest quantity of variation, so creating it 
easier to work the information and build predictions. PCA could be a method of distinguishing 
patterns in information, and expressing the information in such some way on highlight their 
similarities and variations. Since a pattern in information is hard to seek out in information 
of high dimension, wherever the posh of graphical illustration isn't offered, PCA could be a 
powerful tool for analyzing information [10].

Figure 4: PCA features Extraction Technique

Where EV is Eigen Vector and EV' is Eigen Value.



Robust Feature Extrac  on Techniques in Speech Recogni  on: A Compara  ve Analysis

KIET Journal of Compu  ng & Informa  on Sciences [KJCIS] | Volume 2 | Issue 243

F Relative Spectral Processing

The RASTA is method of extracting the relevant information from a sound or any speech signal 
and the main objective of this technique is to eliminate the robustness of speech recognition in 
noise or in the real time environments [16] and it is usually done by using time trajectories of 
band pass ϐilter of logarithmic speech value, infact it is the extension of the original method by 
combining additive noise and convolution noise [15].

 RASTA is a voice improvement based on linear ϐiltering of the short-term power spectrum 
of the noisy audio signal, as shown in Figure 5. The input speech signal spectral values are 
compressed by a nonlinear compression rule (a = 2/3) before ϐiltering and expanded after 
ϐiltering (b = 3/2) [16].

Output of each ϐilter is given as,

        (9)

Si(k) is a clean speech estimate and Yi(k) is the noisy audio spectrum, Wi(j) is the ϐilter weights 
and M is the ϐilter order.

These values can be set to the required processing or the corresponding set of problem.

Figure 5: RASTA features Extraction Technique

4 Results

Details comparison observed during this survey are following that will help researchers and 
practitioner to know the insights of different feature extraction techniques used in sound 
recognition and detection problems.
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Table 1: Comparative Analysis of Features Extraction Techniques Used in Sound Recognition and 
Detection

 Features Extraction Noisy Data Complexity Accuracy
MFCC Poor result on noisy  Less Complex and High
  data [27] performance rate  92% [24]
PLP poor result on noisy  Slightly Complex Better Performance
  data due to spectral   than LPCC and MFCC
  balance of formant  [25]
PCA Doesn’t work well on  Slightly Complex 54.66% [8]
  noisy data as it does  and High Performance
  not reduce noise  Rate
  completely. 
LPC Not good for noisy  Less complex [27]. Good Accuracy, 
  data [27].  reliability and 
    robustness [24]
LPCC Shows poor result  Simple and good Accuracy is 88%
  on highly noised  performance [27] [26]
  data [27].  
RASTA Works good on noisy  Slightly Complex A robust technique.
  data as it enhances   Low modulation
  data by removing   frequencies are
  noisy distortions [27].  captured [24].

Table 2: Comparative Analysis of Features Extraction Techniques Used in Sound

 Features Extraction Extraction Method Final Comments 
MFCC Dynamic method [27]. Mostly used where human ear 
   bandwidth scale exists.
PLP Combines the linear prediction  Increases the recognition rate and
  analysis and spectral analysis [9]  also removes noise.
PCA Non-Linear method [27]. Eigen vector based. Reduce
   Components / Dimensions of
   Features
LPC A static method [29]. Used for extraction at lower rate. It
    can be used in sound recognition of  
   abnormal sounds
LPCC Use Autocorrelation analysis  Used in cepstral domain.
  [27]. 
RASTA Non-Linear Compression [16]. Highly recommended in domain
   where there is noise, it will extract 
   good features in noisy data
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5 Conclusion

In this paper we have discussed some widely used feature extraction techniques in the domain 
of speech recognition. The motivation for doing this comparative analysis is because there are 
many feature extraction techniques that are available and very few of them are really helpful. 
This paper will guide the researchers for methods feature extraction technique and it will also 
help them to differentiate between different Novel and Robust features can also be extracted 
by combining many of the existing features to enhance the capability of sound detection and 
recognition systems. Developing a system that will record complete meeting conversation in 
a dialogue form, sentence spoken by each person against their name (if known), otherwise a 
separate line by some person “i”. This system will reduce time of recording meeting or writing 
manual points where some points may skipped or interpreted wrong.
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Abstract

Product families emerged a new and useful development technique in the ϐield of software 
development. In Software Product Line (SPL) there are some core assets and some variants so 
using these assets anyone can build their desired product in very short time and effort. While 
working in product family’s environment we must keep an eye on the requirement prioritization 
and ranking because that requirement are very important because these requirement lay the 
foundation of the core and variants assets which are the building blocks of SPL. So there are 
some major issues which we face are the more human interaction, ambiguous requirements and 
wrong or no requirement ranking. In this paper we proposed a framework for the ranking of 
stakeholders’ requirements  for the SPL’s variant and core assets using the case base reasoning 
CBR if available in previous use or assign them new ranking according to their requirement and 
their assign ranking for software product line. We evaluated our framework by empirical study. 
The results prove that the considerable improvement for different parameters is achieved by 
our framework as compared to conventional approaches of requirement prioritization.  

Keyword: Software Product Line (SPL); Requirement Prioritization (RP); Case Base Reasoning 
(CBR); Artiϐicial intelligence (AI)

1   Introduction  

Software product family is a interrelated software systems, sharing a common and managed 
collection of features to accomplish the wants of a suitable market section [1]. The main goal 
of SPL is reuse in an effort to enhance the quality and production while reducing cost as well 
as time to market. SPL engineering has become an efϐicient and minimizes time-to-develop 
approach for providing a common model for developing product families. The central concept 
at the back of SPL is to provide a stage with common and distinct components of a software 
system identiϐied in order to build a consistent line of products [2]. Software product variants 
are often develop from an early product development. These product variants are generally 
share some common but they are also different from each other due to upcoming change request 
to fulϐill the speciϐic demand and requirement of the end user [3]. As a number of features and 
the number of products increase, it is signiϐicance re-engineering product variants into a SPL 
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for systematic reuse. The ϐirst step of SPLE is to extract a feature model. This further suggested 
recognizing the common and variant features. Manual reverse engineering of feature model for 
the available software variants is time and effort taking [4]. 

Figure 1: SPL Feature Model

 When developing software, Requirements Engineering is ϐield of deϐining, documenting 
and maintaining software requirements, mostly described in natural language [5]. This 
information motivated some proposals to use Natural Language Processing (NLP) to minimize 
the uncertainty, identify omitted information, and even enhance traceability with remaining 
stage of process [6]. 

 Requirement prioritization (RP) is a main part in the requirement engineering phase. 
RP plays a vital part in the RE process, particularly, regarding vital tasks like requirements 
negotiation and software release [7].  Outstanding RP is necessary to any well-run project. It 
ensures that project concentrate on the main parts ϐirst, and that everybody perceived and 
conforms about what the project’s most important parts are. There are many techniques, which 
are helpful for speciϐication and prioritization of requirement according to stakeholder’s time, 
cost, nature of the project etc. When developer used any requirement prioritization technique 
and ϐind out the priority or ranking of requirements in any system, they save the ranking of the 
requirement with it all information and stored it in database for reuse purpose in future. For 
knowledge management and reuse of previous knowledge, researcher adapted AI technique 
called case based reasoning (CBR). CBR retrieve previous solutions for current problem solving 
base on expert knowledge intelligently in different scenarios [8].

 In this paper, we have presented a comprehensive framework for the requirements 
ranking in which we extract the commonalities Cs and variabilities Vs of the software product 
line from the requirement document using J48 Decision algorithm. It initiates the rules for the 
calculation of the target variable. With the assistance of J48 classiϐication algorithm [9] the 
signiϐicant distribution of the data is easily understandable. After ϐinding the Cs and Vs apply 
the CBR and ϐind the previous ranking if available then assign them else assign their ranking 
and ϐind out the sorted prioritized requirement list.

 The rest of this paper is structured as follows:    Section 2 present literature review. In 
Section 3, we present our framework. In Section 4, we present evaluation and discussion.



Improving Requirement Priori  za  on process in Product line using Ar  fi cial Intelliegence technique

KIET Journal of Compu  ng & Informa  on Sciences [KJCIS] | Volume 2 | Issue 2 50

2 Literature Review  

The growing complication and cost of software-intensive systems has led developers to ϐind the 
alternatives of reusing software parts in development of systems. One approach to increasing 
re-usability is to develop a SPL. Existing research has paying attention on techniques that create 
a conϐiguration of an SPL in a single step. First, they present a formal model of multi-step SPL. 
Second, present the solutions to these SPL conϐiguration problems can be automatically derived 
with a constraint.  In future work, they plan to investigate Real-time conϐiguration process 
monitoring [10].

 The analysis of the requirements artifacts (SRS document, use case models) is a time 
taking process when performed manually. There is also required for creating consistent and 
complete collection of NFRs from user-speciϐic individual projects in SPL. Therefore, they [11] 
propose a method to create Domain NFRs from Product NFRs using model driven approach. 

 It is essential for an organization to boost value creation for a given investment. The principle 
RE activities are to add business value that is considered for in terms of return on investment of 
a software product. This [12] paper provides insight into the release planning processes used in 
the software industry to create software product value. It presents to what degree the signiϐicant 
stakeholders' viewpoints are spoken to in the basic decision-making process.

 SPLE strengthened high-level constructive software reuse by exploiting commonality 
and managing variability in a product family. To overcome the complexity of the modeling, it is 
divided into two views a feature tree and a dependency view [13].

 In the development of a SPL, any project requires to grow core assets according to the 
change in environment, market, and technology. In order to successfully grow core assets, it is 
critical for the project to get ready and use a standardized strategy for prioritizing requirements. 
In paper [14], authors examine the evolution of foundation assets. Tacit knowledge for  
prioritizing requirements was extracted. Such knowledge was made explicit and clear to 
develop a way for prioritizing.

 Reusing of software varies  from operational, ad-hoc and short-term to strategic, planned 
and long-term. They [15] present and compare two different requirements-led approaches. The 
ϐirst deals with requirements reuse and re-usability in context of product line engineering and 
second in context of CBR. To assist large-scale development they proposed a Feature-Similarity 
model.

 Requirements assurance seeks to maximize conϐidence in the quality of requirements 
through audit and review. Authors of [16] present a method that applies well-established 
text-mining and statistical methods to minimize this effort and increase traceability matrix 
assurance. The method is new, that it utilizes both requirements similarity and dissimilarity.

 Prioritizing requirements focus on stakeholders' feedback brings a noteworthy cost 
because of time elapsed in a large number of human interactions. A Semi-Automated Framework 
has been presented in paper [17]. It predicts appropriate stakeholders' ratings to reduce human 
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interactions. Future work of this research is to cluster requirements.

 A prioritization method called Case-Based Ranking (CB Rank), presented in [18] which 
integrate project’s stakeholder's desires with requirements ordering approximations calculated 
through AI techniques.

3 Methodology  

In this segment, we present our proposed framework for ranking of stakeholders’ requirements 
using the case base reasoning CBR if available in previous use or assign them new ranking 
according to their requirement and their assign ranking for software product line. 

A Proposed Approach

 Our framework gives an inclusive model for the requirement ranking of software product line 
using the CBR. Our proposed framework consists of the following layers which are: 

1) Description Layer:

In this ϐirst layer we performed proϐiling of the system, it include two main steps ϐirst is 
requirement elicitation which is the process of extracting the information from stakeholders. 
We also get the initial ranking from the stakeholders against each requirement. As the outcome 
of this layer we get the requirement document along with requirement initial ranking.

Figure 2: Proposed Framework 
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2) Location Layer:

In this second layer, we ϐind the commonalities and variabilities of product line from the 
document using the J48 classiϐication algorithm. It generates a binary tree. This approach 
is helpful in classiϐication problem. Using this technique, a tree is constructed to model the 
classiϐication process. [19]

Figure 3: J48 Working 

3) Analysis Layer:

In analysis Layer we apply the CBR, it is an AI technique that work on expert knowledge and 
previous experiences with less time, effort and cost. It works on the concept of reuse the solution 
of previous cases like new case and stores the cases in the database for later use. [8]

Figure 4: Case-Based Ranking (CBR)

4) Recommendation Layer:

In this layer we map the ranking of the stakeholder’s requirements and the ranking ϐind out 
from the CBR if we found the better result against the applied query we adopt the best available 
ranking and then apply the sorting on that list and we get the sorted prioritized list as the 
outcome of this layer.

5) Build Layer:

At this last layer we send the prioritized list to the stakeholders if they accept it and approved 
it then we forward it to the prototype and design of the product
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4 Results and Discussion  

For practical implementation of our proposed work in real world context we developed an 
intelligent requirements prioritization recommendation (IRPR) tool using steps of proposed 
work. Therefore, to evaluate IRPR we performed an empirical study. For this matter of fact, we 
technologies development organization which work on different projects both nationally and 
globally, but company not allow us to disclose any information about company. From large bulk 
of projects pool we selected two projects (P) i.e. LMS system (P-A) and card swipe machine (P-
B).

 For the elicitation and prioritization of projects user requirements before implementations 
uses different applications. Hence, the traditional tools/techniques (TT) they adopted increase 
the challenges that mention in literature review section i.e. more human interaction, ambiguous 
requirements etc. To resolve these issues company agreed to use IRPR tool to attain higher 
user satisfaction and product quality. Consequently, for IRPR implementation we conducted 
experiment and divided participants of company employees i.e. 21 in total for experiment 
into two groups’ i.e. experimental treatment (ET) and non-experimental treatment (NET). 
The participants of ET used to develop both P-A and P-B using IRPR whereas NET participants 
adopted TT for implementation both projects. While participants consist of project manager 
(PM), requirement engineers (RE), requirement analysis (RA), developers (D) and stakeholders 
(S). The overall working of IRPR prototype show in ϐigure 5-9 to illustrate the interfaces of 
IRPR.

            Figure 5: Requirement Elicitation & Stakeholders Ranking
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 When the project initiated the working of IRPR started; therefore, S connected to PM 
and the form open for elicitation of requirements as show in ϐigure 5 screen shot of form 
interface. In the form user enter their requirements with ranking and proϐile of all users 
maintained in the database for future use. After the evaluation of proϐiling RE and RA analysis 
the requirements because these projects are SPL based. Therefore, then using j48 algorithm 
retrieve commonalities and variabilities in the form of decision tree for the CBR mapping to 
extract previous ranking as depicted in ϐigure 6.

Figure 6: Finding Similar Ranking Query (CBR)

 In CBR when we apply a query for ϐinding similar ranking we will get the list (shown in 
ϐigure 7) of the previous cases which are similar to the current case with the ranking. We will 
accept and adopt the case which is high rank amongst them.

 

Figure 7: Selection and adoption of similar ranking 

 When we adopt some cases from CBR and mapped the current and the previous ranking 
we will get the prioritized list of the requirement with the ranking from 1-10 in a unsorted 
order shown in Figure 8 below.
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Figure 8: Final Prioritized Requirements after mapping stakeholders and CBR Ranking

 Apply any sorting technique with respect to their ranking we will get the ϐinal sorted 
prioritized ranking of the requirements (shown in ϐigure 9) which will decide the education 
order of the requirement in development phase

Figure 9: Sorted Prioritized Requirements

 For the assessment of experiment performance, we conducted questioner based review 
from both ET and NET members. The review based on parametric analysis which based 
on existing literate i.e. user friendly (UF), usability (U), learnability (L), efϐicient (E), high 
effectiveness (HE), less human interaction (LHI), proϐicient knowledge management (PKM), 
efϐicient knowledge identiϐication and retrieval (EKIR), requirements priority accuracy (RPA), 
enhance elicitation and prioritization (EEP), high productivity (HP) and higher user satisfaction 
(HUS). 
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Figure 10: Review Analysis

 The overall analysis result on the parameters implementing both tools i.e. IRPR and TT 
as demonstrate in ϐigure 10. The ϐigure 10 shows the satisfaction ratio of users on left side 
vertically with more than 50 percent satisfaction ratio and parameters review on the Y-axis. 

Table 1: Comparative Analysis

Techniques Participators
PM TL RA Ds QE

Experimental Treatment of P-A (ET  P-A) 0.7 0.69 0.63 0.86 0.76
Non- Experimental Treatment of P-A (NET 

P-A)
0.32 0.36 0.45 0.27 0.38

Experimental Treatment of P-B (ET  P-B) 0.80 0.70 0.60 0.76 0.86
Non-Experimental Treatment of P-A (NET P-B) 0.35 0.40 0.45 0.37 0.28

 The users of project A in which experimental treatment (ET) is applied, are more satisϐied 
and gained better results than the participants of non-experimental treatment (NET). Whereas; 
same is the case with participants of project B. The members of experimental treatment (ET) of 
B give better quality and competence.
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Figure 11: Comparative analysis results 

 We also illustrate the comparative analysis of both projects with experimental treatment 
(ET) and non-experimental treatment (NET) in Figure 11. Figure 11 represent the participants’ 
satisfaction level. The y-axis labels each project development approaches while x-axis 
explains the satisfaction level of each user. The results present that our proposed framework’s 
performance and satisfaction for quality and customer needs.

5 CONCLUSION  

In this research, we proposed a framework for requirement ranking for software product 
line using CBR. The proposed framework uses J48 to ϐind out the Cs and Vs from requirement 
document and then apply CBR on these requirements to ϐind their ϐinal ranking. We have 
performed a tool based evaluation to evaluate our framework. Our results show noteworthy 
improvement in terms of satisfaction level for various parameters as compared to traditional 
approaches of ranking in SPL. The proposed research provides direction to industry and 
researchers to manage software prioritization.
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