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Abstract

The term “Big Data” refers to a large volume of information usually in terabytes and 
petabytes. It includes both structured and unstructured data. Unstructured data is 
conventionally text-heavy, but may also contain data such as facts, dates, and numbers. 
To use this unstructured information effectively, it needs to be processed and organized. 
Taxonomy is considered a powerful way of organizing information. For automatic 
taxonomy generation, various techniques have been proposed in the past. However, the 
substantial nature of big data presently crosses the processing abilities of traditional 
techniques. Thus, to meet this challenge an extensible and scalable technique is required 
to potentially accelerate the process of taxonomy generation and its evolution upon 
arrival of new data, hence catering to a large amount of unstructured big data. This paper 
proposes a technique for both the taxonomy generation and evolution of Apache Spark 
infrastructure. The proposed technique is evaluated on a text dataset from a computing 
domain. The evaluation results show that the technique presented in this paper 
outperformed the existing techniques in terms of time and quality metrics. The time 
and quality-based evaluation showed that the use of the MapReduce environment has 
resolved the scalability issues of the current taxonomy generation and evolution process.

Keywords: Big Data, Apache Spark, Unstructured Data, Taxonomy, Map-Reduce, Hadoop, 
Scalable

1. Introduction

During the past two decades, communication using electronic media has acquired 
extreme popularity and has gained a significant role in developed societies. Electronic 
media provides several services such as the World Wide Web (WWW), mobile devices, 
Internet of Things (IoT)-based devices, social networks, etc. This era is marked by the 
circulation of the intense amount of data (in petabytes and zettabytes) across the globe. 
This large volume of data produced from various sources [1] can be both structured and 
unstructured. This bulk of data is called Big Data-A Technology Giant [2], [4], [5]. The 
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5V’s of big data – volume, velocity, variety, veracity, and value make data management 
and analytics challenging for the conventional data warehouses. Big data, which is 
unstructured, is the data with no standard formatting [3] and no definite structure as the 
name shows. In order to draw useful information from this data, it should be managed, 
processed, and effectively transformed. In other words, this data needs to be organized 
into a structured form, like taxonomy.

Taxonomy is a hierarchical structure that organizes the given data in parent-child 
relationships, based on the inherent concepts present in the data [6]. Taxonomy is an efficient 
and effective way of organizing and classifying data [7] that also provides standardization 
in case of the exchange of information. Taxonomy also provides an infrastructure for 
knowledge management [8]. Taxonomy arranges information in a hierarchical structure 
that makes navigation and searching for information easier [9] [10].

 Automatic taxonomy generation has two types i.e. (1) Incremental (2) Non-incremental. 
Non-incremental taxonomy generation rebuilds the taxonomy from very scratch on 
the entry of new documents into the current system. Kashyap et al [11] proposed an 
innovative method for taxonomy generation that uses the Principal Direction Divisive 
Partitioning (PDDP) approach [12] to generate taxonomy. Anke et al. [13] suggested a 
conditional random field classifier for taxonomy generation. Velerdi et al. [14] presented 
a graph-based method for taxonomy generation. All these techniques successfully 
resulted in taxonomy generation, but upon the intervention of the new documents into 
the system, these techniques regenerate the taxonomy from the very basis to get the 
taxonomy updated, consequently producing non-incremental taxonomy architecture. 
This approach is very time-consuming when a large dataset is involved. So, there was an 
extreme need for a technique that generates taxonomy on top of the current taxonomy on 
the arrival of the new document into the system. This process is known as “Incremental/ 
Progressive Taxonomy Generation” or may be named as “Taxonomy Evolution”.

There are rare techniques which have focused on incremental taxonomy generation 
like [15], AdaptTaxa [16], IHTCTaxa [17], TIE [18]. The methodology EvoTaxa [15] is 
especially developed for tagged data. AdaptTaxa [16] focuses on incremental taxonomy 
generation technique for unstructured textual data. It adopts a supervised approach that 
requires training data. The technique IHTCTaxa [17] uses an unsupervised hierarchical 
clustering-based approach by adjusting the newly introduced documents. TIE [18] is 
an incremental taxonomy generation algorithm that updates taxonomy upon the entry 
of new documents. All these techniques, be it non-incremental or incremental, provide 
a more or less good quality taxonomy, however, lacks the focus on rapidly increasing, 
voluminous big data. With the emerging trend of big data and cloud computing, the data is 
being produced from varying sources as well as being stored and processed electronically 
and automatically [19][20].
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In the realm of big data, we are always in search of certain techniques and algorithms 
which prove to be dependable and scalable to negotiate with the varying kind of data. 
Some progress has already been achieved in the field of hierarchical clustering for huge 
datasets, such as [21] and [22]. The scope of these studies was limited to hierarchical 
clustering and they did not adequately concentrate on the idea of taxonomy generation 
and evolution. Besides, none of these techniques addressed the concept of parallelization 
for developing a scalable and efficient algorithm for generating and evolving taxonomy.

A new technique has been devised in our work [37] for the taxonomy generation and 
incremental evolution comprised of the MapReduce paradigm incorporating Apache 
Spark. MapReduce is capable of minimizing time by parallel data processing. Fault 
tolerance is also being provided by capitalizing on a distributed file system [19]. 
MapReduce environment can improve the scalability issues of present taxonomy 
generation and evolution methodologies. However, our previous work didn’t  focus on 
the evaluation of the proposed technique with respect to the parallelization framework, 
thus, we were not be able to figure out the essence of achieving scalability previously. 
This paper particularly focuses on this aspect.

The major problem with existing taxonomy generation algorithms was the amount of 
data it can process. Our algorithm processes the data in a parallel fashion in small chunks 
applying HAC on each chunk of data. That is where map-reduce comes in. The principle 
behind map-reduce is you divide the tasks into smaller tasks and then combine them. 
Exactly in the same fashion, we are making small taxonomies on each chunk of data and 
once all those taxonomies are made, they are combined. We use HAC on the spark engine 
which at the backend uses map-reduce to perform HAC.

In our research, we have made the following contributions:
1. The proposed technique provides us a solution for taxonomy generation and 

evolution in a considerably limited span of time in comparison with the existing 
techniques, thereby making taxonomy utilization more effective.

2. As clustering is the base of the adopted taxonomy generation algorithm, the 
clustering quality of taxonomy generated from the proposed methodology is 
compared and evaluated with the clustering quality of taxonomy generated using 
the existing taxonomy generation techniques. According to Silhouette’s score and 
Davies Bouldin’s score, the clustering quality of the proposed methodology is 
higher than the present techniques.

3. Zero or no similarity of a document with the current clusters case is being 
addressed.

4. For the case of evolution, the application of Newick tree graph facilitates the 
technique to incorporate even a graph-based taxonomy instead of just clustering-
based taxonomy.
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The salient features of the remaining part of this article are as follows: 
Succeeding the Introduction in Section I, Section II discusses the Literature Review. 
Literature review elaborates the existing techniques for non-incremental and incremental 
taxonomy generation in detail. This section also throws light on the basic taxonomy 
generation process that has been used by the existing techniques. Section III presents the 
background and discusses the preface of big data techniques and tools used in this research 
work. Section IV explains the proposed technique devised for the processes of taxonomy 
generation and taxonomy evolution.  Section V compares the proposed methodology with 
the current non-incremental and incremental taxonomy generation techniques and tests 
the scalability of the proposed technique. Finally, Section VI summarizes the Conclusion 
and Future Work.

2. Literature Review

 This section describes the automatic taxonomy generation in detail.  Automatic taxonomy 
generation process consists of two types: incremental and non-incremental. Be it as a non-
incremental taxonomy or an incremental taxonomy generation process, a basic taxonomy 
generation algorithm is used in order to build the initial taxonomy in both cases. The 
commonly used steps of taxonomy generation are: data preprocessing, data modeling, 
hierarchy formation and node labeling. Different works have used different approaches 
in order to perform these steps. In general, taxonomy generation algorithms first cleanse 
the data using preprocessing that includes the removal of unnecessary details from the 
data. Once the data is preprocessed, it is then modeled to bring into a computational 
form. Using the modeled data, hierarchical relationships are produced, organized, and 
then labeled to obtain a structure in a hierarchical form of taxonomy.

Non-incremental type of taxonomy generation procedure utilizes the basic process of a 
taxonomy generation to generate taxonomy and the process runs every time when the 
newly arriving documents are presented into the system. The work TaxGen [23] presented 
an automatic taxonomy generation algorithm for unstructured data. The algorithm uses 
hierarchical clustering algorithm (HCA) for building the underlying structure for taxonomy 
generation. TaxaMiner [11] was also an addition in the pool of existing non-incremental 
taxonomy generation techniques. The cluster cohesion is used to extract the taxonomy 
among the successive levels of the hierarchical clustering tree.  TaxoLearn [24] is also 
a non-incremental taxonomy generation algorithm. In this work, taxonomy hierarchy is 
built using an unsupervised hierarchical clustering algorithm [25]. On the other hand, an 
incremental taxonomy generation or taxonomy evolution technique works in a fashion 
that in-occurrence of the new documents in the system the process does not re-build the 
entire taxonomy from scratch; instead of that, the new documents are presented in the 
current taxonomy based upon the similarities with the existing dataset. 

An efficient Image Processing Technique to Measure and Align Vehicle Wheel Cylinder with Cloud Management System



KIET Journal of Computing & Information Sciences [KJCIS] | Volume 5 | Issue 119

AdaptTaxa [16] generates taxonomy incrementally for group profiling problem. EvoTaxa 
[15] generated taxonomy incrementally for particularly large collection of tags. In 
this technique, a graph called association rules graph is produced. In an association 
rules graph, the vertices are tags and based on support and confidence values these 
tags are connected. Manipulation on the association rules graph is done by taxonomy 
extraction step. Only those associations are kept which don’t add to noisy associations. 
The technique successfully generated and evolved taxonomy but it does so for tag data 
only. IHTCTaxa [17] uses unsupervised incremental hierarchical clustering approach 
to generate taxonomy for unstructured textual data. IHTC (Incremental Hierarchical 
Term Clustering) algorithm considers the problem of hierarchical clustering as online in 
contrary to the batch mode non-incremental hierarchical clustering, like HAC [26] and 
Bisect K-means [27].

TIE [18] algorithm was as advancement in the domain of incremental taxonomy 
generation. The TIE algorithm takes as an input the following: 1) existing taxonomy 2) 
respective hierarchical structure (i.e., clusters hierarchical structure) 3) new documents. 
The nearest cluster of new arriving document is recognized based upon the similarity 
score. The similarity score range may well identify the level of impact that a new arriving 
document has on its closest or nearby cluster. For the level of impact, to accommodate the 
new documents in a current hierarchical structure most of the reorganization operators 
came into practice. Hence, the current taxonomy develops to identify the change take 
place in the data [18]. In short, it was observed that the majority of the available non-
incremental or incremental taxonomy generation approaches produce the good worth 
taxonomy. But, these approaches may lack attention on speedily expanding, voluminous 
and varying natured big data.

Furthermore, it was observed from the analysis of the literature that underlying technique 
for building a hierarchical structure in a taxonomy generation or evolution technique 
is mostly clustering-based [28]. Clustering techniques are very useful tools in case an 
unstructured data needs to be organized in a hierarchy [29]. In our work, we, particularly 
focus on clustering-based incremental taxonomy generation techniques. However, new 
challenges of big data make it difficult to apply conventional clustering techniques. Large 
data volume and time complexity of clustering algorithms lead to the problem of efficient 
deployment of clustering algorithms for big data to get an outcome in a reasonable 
amount of time.

Clustering algorithms dealing with big data are generally classified into categories as [30]: 
partitioning-based clustering approaches, hierarchical clustering approaches, grid-based 
clustering approaches and model-based clustering approaches. All these techniques have 
their own advantages and disadvantages. Partitioning-based clustering technique has a 
disadvantage that it requires a pre-defined value of K parameter to be given by a user. 
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For a clustering solution the value of K is often non-deterministic [31]. In a hierarchical 
clustering technique once a stage is completed it cannot be un-done. All the hierarchical 
clustering algorithms have the limitation stated above [32].

Density-based clustering algorithms contain noisy objects because they work in such a 
way in which clusters are described as dense areas separated by low density regions [32], 
therefore, not considered appropriate for very huge size datasets. Clustering algorithms 
that are based on a model are slow and unsuitable for very large dataset for a classification 
problem as they utilize the multivariate probability distribution. The grid size is usually 
far smaller than the database size. In case of highly irregular data distributions, using a 
single uniform grid might not be a good idea as a single uniform grid will fail to provide 
the required clustering quality and also is not able to fulfill the required time requirement 
[31].

Moreover, clustering techniques for big data mentioned here are specifically designed for 
dealing with big data but to be run on a single machine. New challenges of big data can be 
solved using multiple machines clustering techniques that can be able to achieve results 
in a much smaller time. Such parallel algorithms divide the data into various smaller data 
partitions and distribute them on different machines. This makes the overall running 
time of the algorithm smaller and increases its scalability. MapReduce algorithm is a 
task partitioning algorithm designed for distributed execution of a task on many servers 
which gives a good base for the implementation of such parallel forms of algorithms for 
data clustering. To understand its working, the next section discusses the MapReduce 
environment and tools used for big data processing.

3. Background and Preliminaries

This section discusses prominent tools in the world of big data processing: Apache 
Hadoop and Apache Spark which are based on MapReduce paradigm. 

A. MapReduce

Researchers at Google presented a new programming model called MapReduce [33], 
which was able to solve the challenges of efficient processing of massive datasets using 
large clusters. MapReduce solves the problems faced in parallelizing the data across 
the individual machine’s clusters [33]. MapReduce gives an easy and simple model for 
distributed computing by solving the problems of data partition, scheduling of machine 
failure and decreasing inter-machine communications. MapReduce is a programming 
paradigm that works by decomposing the problem into multiple map and reduce tasks. 
An Input is inserted in the form of key or value pairs to the mapper function. This key 
value pair input is then passed to reducer which then gives it as an input to the reduce 
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function. Associated with the intermediate key, the reducer merges the intermediate 
values and finally produced a combined output.
In real world scenarios, several map reduce functions can be applied on various machines 
individually in order to achieve parallelization. Apache Hadoop and Apache Spark are 
prominent big data processing environments that uses MapReduce algorithm for 
processing and analyzing the data [33], which are discussed in the succeeding subsections.

B. Apache Hadoop

Hadoop is a software framework based on MapReduce algorithm. The framework can 
write applications that can handle huge size of data in-parallel over the large size of 
clusters. The size of the data to be processed is in multi-terabyte. The size of the cluster is 
of thousands of nodes. Hadoop provides efficient, reliable and fault tolerance system for 
processing of big data. There are many different tools and products in Hadoop ecosystem.

The two important components of Hadoop ecosystem are HDFS and YARN. Hadoop 
Distributed File System [34], commonly referred as HDFS, is a single reliable file system. 
HDFS is reliable file system as it offers the monitoring of failures of data blocks. Each data 
block has its replica stored on another block and incase of failure data can be retrieved 
from other block. This feature of HDFS makes it easier to use commodity hardware for 
processing of big data. YARN stands for Yet Another Resource Negotiator. It separates 
MapReduce from resource manager, workflow manager and fault-tolerance. It allows 
other frameworks to be built on top of it. The original Hadoop framework was modified 
to use YARN. The initial version of Hadoop had technical deficiencies [34] that the current 
system is dealing by introducing a structure called linear data flow on the distributed 
computing programs in the Hadoop cluster. Hadoop gets an input data from the disk, 
perform mapping function on the data, reduce results of map function, and then finally, 
stores reduce results on the disk. Everything was to be read and written to disk. This 
made the implementation of the iterative algorithms difficult [35]. An Iterative algorithm 
works on dataset multiple times in a loop and then applying data analysis on side. These 
training algorithms used in systems having machine learning standards. Current version 
of Hadoop does not have the capability for processing of iterative machine learning 
algorithms and if processed it will take a lot of time to finish a job. This provided a need 
of a technology that would solve these issues. This leads to the development of Apache 
Spark [36].

C. Apache Spark

Apache Spark was developed to facilitate the iterative and machine learning algorithms. 
Spark was born along with its important component the Resilient Distributed Datasets 
(RDDs) [36]. The RDDs perform in-memory computations on big data. It runs on large 
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clusters and nodes. It runs to provide fault-tolerance. Apache Spark also has many 
discretized streams. The discretized streams were developed in order to provide high-
level programming API. An efficient fault tolerance and consistency achieves by high 
level programming APIs. Spark is one of most primitive high-level systems that not only 
supported the distributed batch and stream computation but also the iterative querying.

The key feature of Spark is an RDD [36]. RDDs are basically “immutable objects”. These 
objects are usually stored into different partitions. When one RDD is modified, a new RDD 
is created. A new RDD generation leaves the previous RDD unconverted.  It provides fault 
tolerance due to intelligence that decides when to regenerate and when to re-compute a 
dataset. The groundwork of a complete project Spark Core may deliver the scheduling, 
distribute the task, and fulfill essential input output functionalities. They are revealed by an 
Application Programming Interface (API). This API is centered on RDD abstraction. RDDs 
consist of two different kinds of operations: transformations and action transformations.  
Transformations always return pointers to the latest new RDDs. Another transformation 
called an Action transformation may return results to a driver program. Different 
transformations and actions can work together in a Spark job.  MLlib is a distributed 
machine learning library framework that operates on the top of Spark core. The spark 
job operates nine times efficiently and faster than the disk-based implementation due to 
distributed memory-centered Spark architecture. Various machine learning algorithms 
has been proposed and transported to MLlib that enables ML large scale pipelines. 

D. Comparison of Tools for Implementation

In order to support our choice of Apache Spark, we have demonstrated the suitability of 
Apache Spark (MLlib) for machine learning applications by comparing the performance 
of the two parallelization frameworks, i.e. Spark and Hadoop.
The comparison table of Apache Hadoop and Apache Spark with major differences is 
given in Table 1.

Table 1: Comparison Table

 Attributes Apache Hadoop Apache Spark
 Unified APIs No Yes
 I/O Operations Disk-based Memory-based
 Processing Speed Slow Fast
 Execution Slow Fast
 ML Support Limited (for newer machines) Full

It is also worth mentioning here that Apache Spark fully supports agglomerative 
clustering being used in the proposed technique whereas Apache Mahout does not 
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support agglomerative clustering. It supports two algorithms for clustering i.e. 1) Canopy 
clustering 2) K-means clustering.

The next section contains the well demonstrated discussion of the proposed technique 
in detail.

4. Proposed Technique

 This section is further divided into two subsections. Taxonomy generation algorithm is 
discussed in the first subsection and the second subsection discusses taxonomy evolution 
process for updating taxonomy on arrival of new documents in a dataset. Both the 
taxonomy generation and evolution algorithms are based on a parallelization framework.

A. Taxonomy Generation

The proposed technique performs taxonomy generation on Apache Spark framework 
and has been divided into six general steps: loading the data, data pre-processing, data 
modeling, hierarchy formation, node labeling and conversion into tree graph. The process 
has been explained in detail in our work [37], highlight of which is below: 

1. Loading the Data: Resilient distributed dataset (RDD) is used to effectively load 
text documents as input. 

2. Data Pre-processing: In the pre-processing step, stop-word removal using NLTK   
and stemming using Porter stemmer [38] have been performed.

3. Data Modeling: A feature vectorization method called term frequency-inverse 
document frequency (TF-IDF) is used in this step. 

 In Apache Spark, TF-IDF is performed in MapReduce paradigm whereas, TF-IDF 
is not calculated in a simple fashion, rather several number of map and reduce 
tasks are carried out for the implementation of TF-IDF. Apache Spark implements 
it using hashing trick or kernel trick. Hashing trick is a quick and compact way 
of vectorizing features. The hash function used here is MurmurHash32. Figure 1 
demonstrates this process of vectorization and hashing.

4. Hierarchy Formation: To form a hierarchy, hierarchical agglomerative clustering 
approach is used. For implementation of this phase, Parallel prims algorithm 
is used. This algorithm is available in open-source Spark’s library. First the 
algorithm divides the dataset into multiple sub-datasets. A serial minimum 
spanning tree algorithm is applied locally on each of the sub problems on it. 
Spark’s programming model supports iterative algorithms because of RDD. In 
RDD the computation is carried out only in the RDDs that are required at the 
moment. In an iterative program, RDDs are consumed in a loop. This phase is 
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called Map phase. Each MST is

Figure 1: Implementation of TFIDF as HashingTF on Apache Spark

 a cluster itself. Now multiple clusters that were created in the map steps are re-
arranged in reduce steps based on the distance between two clusters iteratively and 
arranged in the form one bigger cluster. This is the Reduce phase. The information 
of distance between the trees clusters are maintained in the similarity matrix Sgen.

5. Node Labeling: The hierarchical composition built in the preceding step is 
unlabeled. This phase acquires labels for these unlabeled clusters. For labeling 
purpose, titles of documents in a cluster were chosen as labels.  The titles were 
selected as labels because titles are easier to read as compared with the list of top 
terms in a cluster [18]. The technique basically labels a cluster with the title of the 
document that is attached to the edge having minimum weight. By the end of this 
step, the taxonomy Tgen has been created.

6. Conversion into a Tree Graph: To use this taxonomy for evolution subsequently, 
Tgen is then transformed into a Newick Tree Graph3. Newick is a standard 
for representing trees in a computer readable form by making use of nested 
parentheses as shown in Figure 2. The bottom-most node in the tree is an interior 
node. Matched parentheses represent interior nodes. In between them, there are 
the images of nodes that are instantly descended from a node which is comma 
separated. Real numbers are used to incorporate branch lengths. This represents 
the length of a branch immediately below a node.

An efficient Image Processing Technique to Measure and Align Vehicle Wheel Cylinder with Cloud Management System
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B. Taxonomy Evolution
New documents when added in a dataset for which taxonomy is being maintained, 
they followed the same process of taxonomy generation as mentioned in the previous 
subsection. Once taxonomy is generated, a new tree structure Tevo is constructed that 
represents the newly introduced documents. A similarity matrix Sevo is also produced. 
Finally for the taxonomy evolve step, Tree Merge [40] technique is used. The Tree Merge 
practice takes following as input: the existing Tgen , new taxonomy T_evo, the existing 
similarity matrix Sgen and the new similarity matrix Sevoas input. After the input has been 
taken, the next step is the building of a compatibility super tree TS. 

NTMerge algorithm is used for building compatibility super tree [41]. The super tree 
method constructs trees from smaller trees for overlapping subsets of taxonomies. 
NJMerge basically runs on an input pair of Tgen and Tevo, and it also takes similarity matrices 
Sgen and Sevo as auxiliary information. As mentioned earlier, in Newick trees numbers are 
used to represent branch length. NJMerge results the correct neighbors of the tree Tevo  by 
comparing and analyzing the branch length of tree structure Tevo withTgen. Branch lengths 
sum achieves for all the branches of both tree structures. The pair having smallest length 
is called a true neighbor. Once the true neighbors have been identified, the next step is 
the merging of the two trees. Strict Consensus Merger is used for merging pair of trees in 
which a merged tree. The proposed technique successfully generates a taxonomy for text 
documents from a given corpora. The technique also successfully evolves the previously 
created taxonomy in a very short time. The foundation of the algorithm is a MapReduce 
in which the capability to minimize the time by parallel data processing and facilitates the 
fault tolerance feature by using distributed file system. MapReduce environment aids for 
improving the scalability challenges of an existing taxonomy generation and taxonomy 
evolution techniques. The algorithm runs on Apache Spark environment. The comparison 
between our proposed technique and existing taxonomy generation and evaluation with 
respect to running time and clustering quality has been done. The next section discusses 
the evaluation of the proposed technique.

5. Evaluation

The technique presented in this research work was evaluated on a textual dataset based 
upon quality and time parameters. Various experiments were executed using the following 
experimental configurations:
 1. Processor: Intel Core i5 
 2. RAM: 32 GB 
 3.  Apache Spark version: 2.3
 4. Apache Hadoop version: 2.10.0

In the first set of experiments, the generation part of the proposed technique was assessed 
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by comparing it with a current non-incremental taxonomy generation method TaxGen. 
In the second set of experiments, the entire algorithm (generation as well as evolution) 
was evaluated by comparing it with the current incremental taxonomy generation 
methodology TIE. A textual dataset of ACM scholarly articles, taken from [18] was used 
for performing these experiments. In the third set of experiments, the scalability of the 
methodology was evaluated using a separate cluster of Apache Spark, on an individual 
machine. Due to the limited size of the ACM dataset for testing the scalability PubMed 
dataset comprising of 17785 documents was used. Last but not least, the focus has been 
made on the comparison of the two parallelization frameworks namely, Apache Hadoop 
and Apache Spark. The running time of the parallelization part of the proposed technique 
was compared on both Apache Hadoop and Apache Spark. The rest of this section will 
discuss evaluation metrics, experiments, and test results.

A.   Evaluation Metrics for Clustering Quality

To evaluate the quality of hierarchical clustering, Silhouette’s score and Davies-Bouldin’s 
score are being used as quality metrics [cite our previous work].

1. Silhouette’s Score:  We can compute the Silhouette’s score [42] by using the 
distance called intra cluster distance and mean closest cluster distance for every 
data point. The range of Silhouette’s score is between [-1, +1]. The values near 
zero may represent an overlapping cluster. The values that are negative may 
signify that the data point or document has been assigned to wrong cluster. The 
higher silhouette value shows that the document matched or assigned to its own 
cluster and inadequately matched to the other nearby clusters.

 
2. Davies-Bouldin’s Score: Davies-Bouldin’s [43] score can be computed as by finding 

the ratio of sum of within-cluster scatter to the between-cluster separation. In a 
Davies-Bouldin’s score, better clustering quality can be achieved by getting lower 
score. Zero is the minimum score. If two algorithms are being compared the 
algorithm with lower score will have well-defined and well-separated clusters.

 
B. Experiments and Results

Our obtained taxonomy consists of two different kinds of evaluation. The first type is 
called time-based, whereas the second type is quality-based. We obtained efficiency of 
time by running time of algorithms for taxonomy generation and evolution. To evaluate 
hierarchical clustering quality, Silhouette’s score and Davies-Bouldin’s score are being 
used. Our evaluation results are given below:
 
1. Experiments for Generation Process: We compared the generation part of our 
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technique with an existing taxonomy generation technique, TaxGen [23], by 
comparing the running time and clustering quality. Initially, 220 documents were 
involved for taxonomy generation process. Newer documents were then added 
to evaluate the generation process of taxonomy, which shows better results for 
the proposed technique [37]. Figure 3(a) & 3(b) shows the hierarchical clustering 
quality of generated taxonomies, whereas the running time is shown in Figure 4.

2. Experiments for Evolution Process: We compared the evolution part of our 
proposed method with the evolution of existing method, TIE [18] by performing 
the result comparisons of hierarchical clustering quality and running rime. To 
generate the taxonomy, 200 documents were initially used for the taxonomy 
evolution process using proposed technique and TIE.  Then there was a gradually 
increase in dataset and taxonomy evolution was done using both the methods. The 

Figure 3(a): Results for Quality-Based 
Evaluation - Taxonomy Generation 

Process                     

Figure 3(b): Results for Quality-Based 
Evaluation - Taxonomy Generation 

Process

Figure 4: Results for Time-Based Evaluation - Taxonomy Generation Process

https://doi.org/10.51153/kjcis.v5i1.83



KIET Journal of Computing & Information Sciences [KJCIS] | Volume 5 | Issue 1 28

Figure 5(b): Quality Based Evaluation 
Results-Taxonomy Evolution Process

Figure 6: Time-Based Evaluation Results- Taxonomy Evolution Process

hierarchical clustering quality scores are shown in Figure 5(a) & 5(b), whereas 
Figure 6 indicates running time results for both the techniques. The results 
obtained in both the cases favors the proposed technique [37].

3. Experiments for Testing the Scalability: The scalability of the proposed model was 
tested using a separate cluster of Apache Spark on an individual machine. Due to 
the limited size of the ACM scholarly articles dataset obtained from [18], for testing 
the scalability, a dataset namely PubMed was used. This dataset is comprised of 
17785 documents. Using 5000 text documents initial taxonomy was generated 
and after that by adding 5000 documents dataset was gradually increased for the 
procedure of evolution. Clustering quality for generation and evolution through 
the proposed methodology was evaluated and the running time was assessed as 
well. The results of the experiment are shown in Figures 7(a), 7(b) & 7(c), which 
again show the better cluster.
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Figure 5(a): Quality Based Evaluation 
Results-Taxonomy Evolution Process
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4. Experiments on Parallelization Framework: In this part of experiment, focus has 
been made on the comparison of the two parallelization frameworks namely, 
Apache Hadoop and Apache Spark. Running time of the parallelization part of the 
proposed technique was compared on both; Apache Hadoop as well as Apache 
Spark. For the sake of this experiment, we only generated taxonomy, Newick trees 
were not generated for this experiment. The algorithm was run on 3 cores of 
Apache Spark and compared it to the processing capability of Apache Hadoop. 3 
cores were chosen because that is the minimum number of cores that can be chosen 
for running of any Spark job. Table 2 shows the running time of the proposed 
technique on both the environments. It can be observed that the running time of 
Apache Spark is much smaller as compared with Apache Hadoop.

https://doi.org/10.51153/kjcis.v5i1.83

Figure 7(a): Scores showing the 
Scalability of the Proposed Technique

Figure 7(b): Scores showing the 
Scalability of the Proposed Technique

Figure 7(c): Scores showing the Scalability 
of the Proposed Technique
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Table 2: Apache Spark vs. Apache Hadoop Based on the Running Time of the 
Proposed Technique

 Dataset                                                 Running Time (secs) 
  Apache Spark Apache Hadoop
 200 7.97 241.8
 300 6.29 369.6
 400 8.16 571.8
 500 10.11 616.2
 600 12.28 673.8
 700 14.23 842.4
 800 16.68 963
 900 18.57 1083.6
 1000 19.48 1228.8
 1500 42.96 1830.6
 2000 45.55 2310

On the basis of running time of the technique on both the environments, their running 
time ratio, i.e. 〖RT〗_r was calculated. The sum of the running time of the algorithm was 
considered for Apache Spark and Apache Hadoop both and their ratio is calculated as 
given in (11). According to this time ratio, Spark is 53.05 times faster than that of Hadoop.

(11)

Spark performance, has found out to be optimal over Hadoop as evaluated by processing 
speed due to following reasons:

1. Spark performs computation using in-memory calculation. It runs a selected part 
of a MapReduce task and is not bound by input-output concerns every time.

2. Spark’s directed acyclic graphs support optimization between steps, whereas any 
cyclic interconnection between MapReduce steps and levels is not possessed by 
Hadoop. This means performance tuning cannot be done at that level.

Hence both the theoretical aspects as discussed above and in Section 3.4, as well as the 
experimental results favor Apache Spark for the case of the proposed methodology. 

Apache Spark basically comes with various units and sub-units that aid in the process 
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of running of Spark jobs. Tuning the resources, parallelism, and using different data 
representation affect Spark job performance. Schema of data (the way data is arranged) 
and number of cores for running a job are important factors. The --executor-cores specifies 
the number of cores when submitting a Spark job. A Spark job is submitted by invoking 
spark-submit. In pyspark --executor-cores flag are set from the command line. This can 
also be achieved by using the spark-defaults.conf file or a SparkConf object and setting the 
spark.executor.cores property. Further experiments were performed to evaluate running 
time of the evolution process on different number of Apache Spark cores. In the proposed 
technique running time of taxonomy evolution process against different number of 
Apache Spark cores is shown in Table 3.

Table 3: Running Time for Taxonomy Evolution on Different  
No. of Apache Spark Cores

Size of data  Running Time (secs) 
 3 cores 5 cores 8 cores
100+100 7.97 6.79 6.29
200+100 6.29 7.12 6.25
300+100 8.15 8.29 8.08
400+100 10.11 9.72 9.83
500+100 12.28 12.09 11.99
600+100 14.23 14.06 13.68
700+100 16.68 15.98 15.44
800+100 18.57 18.07 17.69
900+100 19.48 19.87 18.46
1100+100 29.73 24.56 23.34
1200+100 34.97 26.78 27.12
1300+100 39.14 30.89 29.87
1400+100 42.96 32.02 30.38
1500+100 44.67 35.44 33.43
1600+100 45.23 37.89 36.32
1700+100 45.76 39.34 38.56
1800+100 46.26 41.56 40.53
1900+100 47.55 43.05 42.67

In Table 3, it can be seen that when taxonomy evolution process was run on different 
number of Spark cores, the running time of algorithm for 8 cores gives the minimum 
time. When we specify the number of cores to be 8 that means each executor runs 8 
tasks at a given time. It should be noted here that initially when dataset is small the time 
taken by all three cores to evolve taxonomy is comparable but as the dataset increases the 
significant difference can be seen in the running time. The impact of using different cores 
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can be better visualized when dataset is even larger.

C. Discussion

In this section, the proposed methodology is assessed and evaluated by comparing it with 
an existing algorithm of taxonomy generation i.e., TaxGen. Evolution part of the technique 
has also been compared with another algorithm of incremental taxonomy generation i.e., 
TIE. The technique has been assessed and evaluated on the basis of the running time 
and quality of clustering. Clustering quality was evaluated using two different techniques 
i.e., 1) Silhouette’s score 2) Davies Bouldin’s score. It was observed that the proposed 
technique shows better clustering quality when compared with TaxGen and TIE. 
It is evident that the running time of the proposed methodology is significantly smaller as 
compared to its counter parts. Due to the usage of map reduce framework, the asymptotic 
complexity of the proposed technique is also reduced from O(n^3) for hierarchical 

clustering  to  where k is the number of nodes in which task is divided in map 
reduce setup.

The technique was also evaluated by running it on Apache Spark and Apache Hadoop 
both and their running time was compared. It was found that Apache Spark generated 
taxonomy in much smaller time as compared with Apache Hadoop. So, it can be said that 
for a clustering problem like taxonomy generation Apache Spark is a better choice. It 
was also evaluated by experiment that by using how many cores of Apache Spark the 
proposed technique can evolve taxonomy faster. It was found that when data size is small 
number of cores do not matter. As the size of data grows using 8 cores can bring significant 
time improvement. The execution time taken for an analysis to perform is critical in big 
data applications. The execution time is measured to evaluate the performance. Smaller 
execution times indicate that the program runs fast and gives good performance. It should 
also be noted that the proper resource utilization is also crucial in case of large datasets. 
A good application should give high performance with minimal resource utilization. 
Since the technique utilizes MapReduce algorithm as its core technique while running 
on Apache Spark, this makes the technique scalable. The next chapter concludes this 
research work.

5. Conclusion and Future Work

This research work has reviewed the existing techniques of taxonomy generation and 
evolution from the perspective of today’s data which is particularly fast-evolving and 
voluminous. It was identified that in the modern era of big data, it is required that there 
must be some efficient and scalable taxonomy generation and evolution techniques to 
handle this type of data. Although some work has been done in the field of hierarchical 
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clustering for substantial datasets, little focus has been made on generating and evolving 
taxonomy. As per the available information, none of the existing techniques have focused 
on the idea of parallelization to develop an effective and scalable algorithm for the 
process of taxonomy generation and evolution. In this research work, a novel and unique 
technique has been developed for the process of taxonomy generation and evolution 
which is based upon the MapReduce paradigm using the framework of Apache Spark has 
the ability to minimize the time by parallel data processing. It also provides the feature of 
fault tolerance by using the distributed file system (DFS). 

The proposed technique is evaluated on the basis of the clustering quality and the time 
takes to generate and evolve taxonomy in contrast to the present taxonomy generation 
(TaxGen) and evolution (TIE) methodologies. It is quite clear from the results obtained 
so far, that the proposed methodology consumes less time for taxonomy generation and 
evolution. Evaluation based on quality metrics has been done by applying Silhouette’s 
and Davies-Bouldin’s scores. When compared with the existing techniques, both the 
indices verify improved hierarchical clustering for the proposed methodology. Some 
experiments are also performed for comparing the two parallelization frameworks, 
namely Apache Hadoop and Apache Spark using 3 cores setting. The running time of 
the parallelization part of the proposed technique has been compared on both, Apache 
Hadoop and Apache Spark. Spark’s performance is observed to be optimum over Hadoop 
as measured by processing speed. Furthermore, some specific experiments have been 
also performed to test the scalability of the suggested technique by using a specifically 
large dataset. The time and quality-based evaluation have made it clear that the use of 
the MapReduce environment has improved the scalability issues of current techniques of 
taxonomy generation and evolution.

There were certain challenges faced during the implementation of algorithms. Initially, 
we had decided to use Hadoop to perform taxonomy generation and evolution. We faced 
no issue in performing taxonomy generation on Hadoop but for evolution, we ran into a 
problem as we are using Newick tree graph technique for the evolution of taxonomy, and 
Hadoop’s scope is limited when it comes to Newick graphs. Hence, we selected Apache 
spark as it supports map-reduce as well as Newick graph techniques.

This work too is bound to observe some limits. The proposed model is capable of evolving 
a taxonomy that has been converted into a Tree graph only. Prospectively, we are in the 
view of working on proposing a more generalized algorithm that can upgrade/evolve any 
taxonomy being given as an input. The labeling technique and the hierarchical clustering 
quality of the taxonomy can be further improved. In the future, we also strategize to 
evaluate our proposed technique using cloud computing to acquire better results in terms 
of scalability and performance in the spirit of big data.
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