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Abstract

A process or way toward analyzing patterns of data as indicated by different points of view for 
classification into meaningful data, which is gathered and amassed in likely manner, e.g. data-
warehouse for effective analysis, data mining algorithms, enabling business decisions to cut 
expenses and increase income. Areas including business, retail system, medical, sciences and 
engineering are indicating the worth of data mining. In this paper, ways to predict heart diseases 
using different algorithms/techniques are presented. To explore areas of data mining in health 
care is the key objective of this research. Medical industry is capable to produce data of different 
types i.e. non-real time or real-time and the amount of such data is increasing day by day. Due to 
the daily increment of medical data, medical industry is capable to provide huge contribution 
in the area of data mining which in result gives prediction of diseases and improves quality of 
services to the patients. This paper shows the combination and analysis of neural network and 
data mining, Fuzzy and genetic algorithm, data mining and machine learning.

Keywords: Data mining, Data analysis, Naïve Bayes, Heart disease, Data mining algorithms, 
Neural Networks, Decision Tree, Fuzzy- Logic, Machine Learning, Data mining.

1 Introduction

Data mining is one of the processes in which non-trivial data is being extracted. Data mining is a 
technique through which data can be gathered for further processing which is called knowledge/
information. This technique has a key role in diseases prediction. There are multiple diseases 
which we can predict through data mining techniques, cancer, heart diseases, etc. are the major 
diseases which we can predict through data mining. In health industry data mining is very 
important. Since health industry has a lot of complex data for processing, this data can be in the 
form of hospital records, digital devices data, survey data of medical students, electronic gadget 
data of medical devices etc. The category of complex data used in health industry can be either 
real-time or non-real time. However, in both the cases error free data is of high importance as 
this data can be used in correct diagnosis and efficient treatment. Bad diagnosis is not acceptable 
in health care industry as it may result in death or big health hazard. Some of the main focused 
technologies of data mining are databank technology, machine learning and statistical analysis 
[1].
 
Heart is one of the mains of body [2]. Proper working or human body is mainly dependent on 
proper working of human heart. If due to any reason, working of heart gets disturbed then 
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certain diseases may arise in human body.  

Cardiovascular disease also known as heart disease is now a days most common disease in 
human body [3]. According to the statistics of 2012 world health report [4], there is a raised 
blood pressure complain in every one in three patients. Moreover, if we consider WHO (World 
Health Organization), around 17 million deaths were reported due to heart attack. There are 
various reasons which increase the probability of heart diseases, some of which are;

 • Work load
 • Mental stress
 • Hypertension
 • Physical inactivity
 • Obesity
 • Uncontrolled cholesterol
 • Smoking
 • Poor diet
 • Blood pressure issue
 • Genetic susceptibility to heart diseases

This paper is divided into five sections, Section I is related to the introduction of the topic. Details 
regarding heart diseases algorithms can be found in section II.  Discussion about prediction can 
be found in Section III. Open source tools that are used in data mining are discussed in Section 
IV. Section V presents conclusion and future work.

2 Data Mining Techniques and Algorithms in Health Care

There are multiple techniques available to identify diseases of heart with the help of data 
mining. It includes classification, clustering, association, prediction etc. Classification is the 
machine learning technique and is responsible to categorize individual items into predefined 
groups. Statistics, decision trees, neural networks etc. Clustering is very beneficial to the 
group of substance having similar properties/features with the help of mechanical technique. 
Association is a technique which is considered to be the best data mining technique for the 
predication of heart diseases so far. In this technique, all the non-similar attributes that have 
been used for analyzing the heart disease are incorporated and patients with complete risk 
factors (important for prediction of disease) are sorted out. Prediction is a technique used in 
data mining to find the correlation between independent and dependent variables. Data mining 
algorithms and techniques are classified into the following sub categories,

 A. Neural Network
 B. Naïve Bayes
 C. Decision Tree
 D. Genetic Algorithm

Each category has different accuracy rates among which Neural Networks were found to be the 
most accurate classification technique having accuracy rate of 100%.
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Intelligent Heart Disease Prediction System (IHDPS) which uses above mentioned data mining 
techniques can be seen in [5].

A Neural network

An artificial neural network (ANN) generally called as neural network (NN) is a model of 
mathematics based on biological NN. ANN works same like human brain. Neural network is 
composed of many parallel working nodes which are joint together with one-directional signal 
connections. Supervised learning and unsupervised learning are the two main categories of 
neural network

B Naïve Bayesian

Based on Bayes theorem, Naïve Bayes [6] is an algorithm that is used for classification. The key 
concept behind Bayes theorem is probability. In this theorem, probability of an on-going event 
is calculated given the probability of already occurred event.

C Decision Tree

Decision tree, as from its name, is a structure of large data set that gets divided into successive 
small data sets with the implementation of a sequence of decision rules. As increment takes 
place in successive division. The outcome of result will gets closer to other members of the set. 
There are various models of decision tree. Gain ratio decision tree is the most successful type 
of decision tree [7].

D Genetic Algorithm

In genetic algorithm, process of natural selection takes place by search method. This algorithm 
is responsible to provide optimization and solution to search problem by using advance 
techniques which includes mutation, crossover, inheritance and selection. 

 It would be a very powerful mechanism for efficient classification if genetic algorithm 
and fuzzy logic gets combined. Genetic algorithm helps in effectiveness while fuzzy logic helps 
to develop knowledge based system in health disease
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Table 1: Data Mining Techniques with their accuracy rate. [18,20,30]

Heart Diseases Prediction using Data Mining and its Techniques- A Survey

KIET Journal of Computing & Information Sciences [KJCIS] | Volume 1 | Issue 167



Heart Diseases Prediction using Data Mining and its Techniques- A Survey

Above mentioned table shows the comparison of different data mining techniques in which 
accuracy is measured. Different authors used different data sets for comparison with different 
techniques. After implementing techniques and algorithms the next phase is prediction that is 
discussed in the next section.

3 Prediction of Heart Diseases Using Data Mining

Many papers have been written related to heart diseases and data mining techniques for 
prediction of heart diseases. Different techniques like classification, dataset, algorithms are 
used to observe and show result which are efficient methods.

P.K Anooj [14], [17] has proposed CDSS for prediction and diagnosis of heart diseases based on 
fuzzy rules. The proposed system has two parts one was computerized and the other one was 
generalized. The process is simple it takes patient data automatically, and implements both 
phases. Proposed system is better than other systems. Result is better when applied fuzzy rules. 
Latha Parhiban [13], [14] also formulated the approach using co active nuero-fuzzy inference 
system (CANFIS).

Subbalakshmi, Ramesh and Chinarao [14], [15] proposed system which takes age, sex, blood 
pressure, cholesterol etc and other attributes as an input and then shows the result and 
predicts heart diseases. This model was good and predicts even complex queries with effective 
results. The system provides decision support in heart diseases using naïve Bayes data mining 
techniques.

Some of the solutions for heart diseases prediction are presented above which are based on 
Neural networks, Fuzzy logic, Decision Tree etc. Few open source tools that are available for 
data mining are discussed in detail in the next Section. 
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4 Open Source Tools for Data Mining Used In Health Care Applications

There are many available open source tools that are frequently being used in data mining 
especially in the case of heath care applications. Some of the most common open source tools 
are as follows,

A. Tanagra 

It is also an open source software that is used for the purpose of academics and research. It 
covers that data mining concepts from several dimensions which include machine learning, 
exploratory data analysis, meta supervised learning, feature selection, database area etc. 
Tanagra is the graphical user interface based data mining tool [33]. Tanagra can be used to 
analyze both types of data (i.e. synthetic or real). 

B. WEKA Tool

Weka [34] is a data mining software that has been developed in java language by University of 
Waikato (New Zealand).  It is a set machine learning algorithm that is used for data mining. The 
beauty of algorithms used in Weka is that they are independent (can directly be practiced on data 
set or personal java code). Weka consists of specialized tools that are used for pre-processing 
of data, visualization, clustering, regression etc.  Since Weka is an open source software, it 
facilitates developers to create new machine language techniques and also applications that 
are required to solve the data mining problems. The biggest plus point of Weka is the capability 
to be applied on big data. File format used in Weka is ARFF. 

C. MATLAB

MATLAB [35] is highly recommended for the fast computation, visualization and for coding. 
Matlab is a GUI based software in which we can perform several complex tasks in efficient 
way. Matlab helps us in performing analysis of data, creating/ modifying complex algorithms, 
developing applications etc. The computation time of Matlab is faster than the computation 
time in C/C++ and other programming languages.

D. ORANGE

Orange [36], an open source machine learning and data mining suit used for the data analysis. 
It is a data mining tool in python. The use of Orange is very much simple, it can be used by 
professional programmers and also by beginners/ students who are working in the field of 
data mining. Library in this software is classified in hierarchical structure for the components 
of data mining.

E. Rapid Miner

Rapid Miner [37], is the top most open source software that is used for data mining.  Rapid 
miner is most powerful and useful software for data mining. By using this software, data mining 
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as well as analysis can be done with integration of two products or a single product. It is used 
for data analyzing which includes environment for analytics, mining, deep learning, machine 
learning etc.  Rapid miner shows result through visualization, optimization and validation. It 
uses client server model. It is very helpful and useful in data mining which optimizes, validates 
and visualizes results. There are various types of graphs which rapid miner shows after 
analyzing and mining which includes Pie Charts, Contour, 3-D, Density, Histogram, Survey Plots, 
and Quartiles etc.

Table 2: Open Source Tools Technical Overview [39,40,41,42,43]

Table 3: Open Source Tools Functions and Characteristics [38]
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5 Conclusion and Future Work

In this paper, each data mining technique had been shown with the result separately. Research 
also showed that when different techniques are used to predict heart diseases, there are some 
differences (in accuracy) in it. Same data and classifications show different result in different 
data mining techniques as discussed in table 1. The main purpose of the survey was to study 
and analyze different data mining techniques that are used to predict heart diseases. Result 
shows that Neural Network method provides more accuracy in different scenarios.
 
Text mining can also be performed on different data sets. Since, there is huge amount of data 
which is unstructured and we can utilize this data and apply above techniques an it.
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