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Abstract

One of the most active areas of research in the software engineering community is defect prediction. The gap between data mining and software engineering must be bridged to increase the rate of software success. Before the testing phase, software defect prediction predicts where these flaws will occur in the source code. Methods for predicting software defects are widely used to investigate the impact area in software using various techniques (clustering, statistical methods, neural networks, and machine learning models). The goal of this research is to examine various machine learning algorithms for predicting software defects. There have been many fault prediction techniques introduced, but no single technique or approach can be used for all types of datasets. To achieve maximum accuracy, different machine learning algorithms such as Bayesian Net, Logistic Regression, Multilayer Perceptron, Ruler Zero-R, J48, Lazy IBK, Support Vector Machine, Neural Networks, Random Forest, and Decision stump were used to uncover the largest subset of defects that could be predicted. This research concern is to find out defects using five NASA data sets JM1, CM1, KC1, KC2, and PC1. Logistic Regression has been shown to have the best output compared to others (93%).
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1. Introduction

Defects designate unexpected performance of software system in return of user’s given requirements. This abnormal behavior is usually found by the software tester in the phase of software testing marked as a defect. A software defect is also known as “Imperfection in the process of software development that usually causes software failure that could not meet the user’s desired expectation.” A defect is some deficiency or flaw in a software process or product. Because of an error, fault, or failure. The paradigm defines “error” as a human activity that promotes improper outcomes, and “defect” as a wrong choice that results in erroneous outcomes for a solution to the problem[1].

A software defect is about a condition where a software system or product could not meet software requirements or user’s requirements, software having defects will be a failure.
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Defects occur because of unusual or abnormal behavior of software or system. Unusual or abnormal behavior of software is directly proportional to software and as well it also affects customer requirements[2]. Since the major goal of testing the software in SDLC (software development life cycle) is to detect defects as soon as feasible, the team of software testing generally put the load on the testing phase to make sure that all defects are highlighted or found successfully, after the identification of defects and fix these defects in software testing phase by developers of software. Software defect existence influenced software reliability, software quality, and as well software maintenance price. It is impossible to achieve defect-free software, even the software testing process is put strictly just because most of the time defects are unseen. Stakeholders would ask the software testing team for forecasting software defects, so stakeholders could easily determine that the software is feasible and ready to deploy.

If the software is part defects this will be associated with some reason discussed below. Software Specification could also be wrong or not meet with user requirements either that could because of conflict requirements in the result software features be missing. It could be more complex to decide on the missing requirements that are not well explained or documented or might be poorly styled. It could not be considered that all requirements reflect wrongly[5]. Software developers could not be more competent for software projects just because of incomplete requirements. It could be the drawback of a project manager that the software development life cycle process will not follow by the project manager as needed in table 1.

<table>
<thead>
<tr>
<th>Software Development Phases</th>
<th>The defect may occur in a percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requirement phase</td>
<td>20%</td>
</tr>
<tr>
<td>Designing phase</td>
<td>25%</td>
</tr>
<tr>
<td>Coding phase</td>
<td>35%</td>
</tr>
<tr>
<td>User Manual</td>
<td>12%</td>
</tr>
<tr>
<td>Bad Fixes</td>
<td>8%</td>
</tr>
</tbody>
</table>

- Software efforts are inclined to pay more observation on the following three fundamental issues in the software development life cycle:
- Software defect prediction from the huge amount of data[6].
- Software time estimation to ensure software reliability.
- Test software design, and test software process as well will affect the number of defects and density of software[7].

Defect prediction is an important activity to develop quality software. Because defect prediction precedes software deployment to reach user satisfaction and improves the
overall performance of the software. Identification of errors or defects earlier leads to sufficient allocation of resources that will because of reduction of time and cost as well to get a quality product. Therefore, the software defect prediction model participates in active responsibility for understanding the evaluation and improving the quality of software [8]. Different approaches have been planned to manage software fault prediction issues or problems. However, there are many techniques introduced in the literature review for fault prediction but there is no single approach for all datasets. Because it depends upon the nature of the dataset. Deciding which method should be used for fault prediction is a challenging activity. There is the most reliable method for defect prediction is Machine Learning[9]. To support a strategic distance from such disappointments in a software product, Defect prediction techniques (DPT) are performed in every stage of software development.

A. Software Quality Assurance:

According to past IT sectors and software firms, software quality is a prime object to focus on. Software defect prediction can straightforwardly impact software quality and achieved significant fame in a recent couple of years.Defective modules have a greater impact on software quality leading to cost, delivery time, and a lot higher maintenance costs [9]. Not being simply prepared to measure up to the assumptions on time and possibly speedy time is required, yet moreover, the ability to convey great quality programming things or infinitely better quality all the while is of most outrageous importance[10].

Hence, a lot of exploration is happening about how to further develop the item quality inside the compelled days open of the entire programming progression life cycle. Various ways exist for working on the overall idea of the item thusly made, for instance, better testing techniques, complete programmed testing works out, and early deformity expectation [11]. Thus, predicting software module whether a software entity contains defects can be helpful to improve the software quality. Therefore, quality is a key point that decides whether the software is according to a customer’s need or process in which the software dataset under study is taken, and then pre-processing techniques are applied to data e.g., R, multilayer perceptron, k-neighbor nearest (KNN) and many more applied to retrieve information of defected data. In short, customer satisfaction is a key point for a successful project, for such a purpose we are going to research to find out defects earlier [12].

![Figure 1: Generic Process of SDP](https://doi.org/10.51153/kjcis.v5i2.96)
Software defect prediction achieved notable popularity in the last small number of years. Software Defect prediction directly affects software quality. Bad software modules have a solid impact on the software quality leading to cost overruns, delayed software completion timelines, and higher maintenance costs [13]. There are two basic approaches to Software Quality Assurance first one is defect detection and the second one is defect prevention. Defect prevention means avoiding upcoming defective activities as soon as earlier [12]. Defect prediction deals with existing defects. The approach to defect prevention is the process of improving software quality [14], and our research is concerned to improve software quality by predicting defects. Defect prevention activities are to find an error in software requirement planning, design the algorithm, and review the algorithm implementation [13]. The main object of defect prediction is to predict defects, bugs, or faults from software products and estimate the delivery quality and maintenance effort before the deployment process of the software product. The approach to defect prevention is the process of improving software quality [15].

The main research object idea is to explore the different machine learning algorithms to get maximum accuracy using feature selection for SDP. The prime aim of this research is to predict performance defects without overrunning the estimated cost and to find & analyzed which part of the software is more likely to have defects and deliver quality software.

The rest of this paper is as follows: Section 2 stands for related work. A machine learning algorithm is explained in section 3. The results of the experiments are discussed in section 4. In the end, section 5 concludes the paper and presents some future directions.

2. Literature Review

Most desired research zone of predicting defects using machine learning techniques, data metrics, and other techniques recently several research grounds started new projects. Various models and conclusions have been presented by scholars in different approaches. The investigation of more software defect prediction research papers published since the year 1990 to 2019 [16],[17].

Discussed machine learning algorithm for decision support which will achieve high precision and accuracy of decision support or decision-maker what was recommended. A deep understanding of the decisions making process was discussed. Two Methods of learning used implicit and explicit[18]. The researcher described that the non-symbolic knowledge provided better predictive accuracy in implicit learning and as well explicit produced symbolic knowledge which was a more comprehensible model[19]. In this paper researcher compared the comprehensibility and predictive accuracy of different machine
learning models (like explicit, implicit, and hybrid). These machine learning models are applied to several standard medical diagnostics, different electronic commerce, financial decision-making problems, and e-marketing. The best methods for every benchmark problem were different, but hybrid methods outperformed standard comprehensible methods, and as well ensemble methods often outperformed all other methods. Hoeffding trees and their variants performed suitable for mobile computing, data streams, or big data and explained less accurate outcomes for these batch problems which have not a vast number of learning examples [20] discussed that quality, performance, and effectiveness of software attributes depended on the software defect prediction model. Eight NASA data sets were used to approach the right DP model. Characteristics of several software attributes are used to forecast whether software modules were defective or non-defected? If proper attributes are not selected for the defect prediction model, the performance of the model will be decreased.

Therefore, [21] for The viability and execution of the imperfection forecast model, it is critical to choose suitable characteristics which could be utilized to construct a useful indicator model. The specialist proposed a quality determination cycle to distinguish damaged programming or to approach a legitimate SDP model. The trial result showed that the characterized approach gives a similarly productive arrangement of characteristics which expanded the presentation result, quality, and viability of the SDP model [21]. One ML classifier was used to improve the result of software defect prediction. In the future, the researchers look forward to integrating the performance of different ML classifiers to furtherly make an improved proposed approach. [26] proposed techniques that were intended to address particularly the blemished attributes of programming datasets, specifically, the absence of class-imbalanced information and marked examples, for imperfection expectation semi-directed approach of AI, were utilized. The scientist handled two basic issues of programming, comparably for programming deformity expectation, and proposed a semi-managed task-driven word reference AI strategy to foster both marked and unlabeled data completely. The exploratory outcome was performed on nine NASA datasets having subjective and quantitative information. This paper enhanced include extraction and the related classifier boundary, while different misclassification costs were investigated to further develop the classification exactness [22].

The experimental results demonstrate that our method outperforms several representative state-of-the-art defect prediction methods. [23] Used NASA’s five data sets for software defect prediction. Different classifiers from the machine learning field: Naïve Bayes, neural networks, logistic regression, k-nearest neighbor, and support vector machine-implemented and evaluated on data sets, each classifier was evaluated on datasets from NASA’s metrics. Personal implementations rather than WEKA were used for applying machine learning classifiers. Results of this research determined that all models could detect software defects using static features best model to results was: [24] Naïve Bayes
was overmatched in three datasets, SVM was overmatched by a k-nearest neighbor, and logistic regression for only one of the datasets. The information obtained from these machine learning classifiers was extremely effective for the continuous improvement of the software. In future work, research is defined as the choice of model is a difficult problem and requires more research, by increasing the number of the classifiers as well as a variety of datasets can uncover the underlying structure of software. [25] discussed how the data mining techniques used for defect prediction. Defective modules can be the cause of software failures, decrease customer satisfaction, increase development and maintenance costs and. The focus of their research was to find out the remaining defects from the software data set. Some data mining techniques.

Regression, clustering, classification, and association mining were used to predict flaws in the software and define how data mining techniques enrich the quality of software. [26] Conduct research to help software developers with issues of the undertaking, an attempt to detect defects from software has been made to make quality software. In this paper, the researcher formulates the software defect prediction problem as a classification task of machine learning[27]. It further assesses the impact of different outfit techniques to tackle the imperfection forecast issue. The course on programming imperfection forecast issues has been enunciated as an errand of classification and afterward, it reviews the impact of an assortment of group techniques on the AI strategy classification effectiveness. Specifically[22], researchers have derived a hybrid method of ensemble classification based on an over-sampled approach for software defect prediction in various imbalanced NASA datasets. The high unnecessary allocation of classes in datasets degrades the execution of classification approaches.

The proposed method has been derived based on the Synthetic Minority Over-Sampling Technique (SMOTE)[28][29]. In potential research work, the writer wants to include the verification process of the proposed method on various datasets. [30] proposed a model to forecast defects by the usage of software project metrics that were composed of a review of software design, product, review of source code per as per product deployed, and after defect validation was performed[30]. Linear regression (machine learning algorithm) was performed to selected metrics via software metrics only, software project metrics, and both. As a result, researchers declared that linear regression supplies the right correlation relationship between SD and predictors using both software and software metrics. One more thing proven in this research is to check out the suitability of the proposed analysis of regression to assemble an effective SDP model.

In a future direction, the researcher gives direction to the proposed model to fully automate, and standards rules could be weighted. So, the measurement could be depending not on the weight as well depend on the number of satisfied standard rules or violated rules. [32] Introduced the resample technique with three types of ensemble learners:
Boosting, Bagging, and Rotation Forest. These ensemble learners evaluated seven types of benchmark datasets of NASA. The researcher discussed Single Machine Linear Classifiers (Artificial Neural Network, Support Vector Machine, Locally Weighted Learning, Naïve Bayes, Decision Tree, Random Forest, J48 Decision Tree, Logistic Regression, and PART Algorithm) and Ensemble Machine Learning Classifiers (Bagging Techniques, Boosting algorithm and Rotation Forest). The researcher analyzed the accuracy and performance of three learners Boosting, Bagging, and Rotation Forest for the Software defect prediction dataset. The efficiency of performance, as a result, was loosed by using a Support vector machine algorithm with three homogenous ensemble methods and the researchers recommended that do not use Support Vector machine for defect prediction.

As mentioned above different researchers supply different solutions to overcome the error in the software. Some researcher uses software metric to overcome software error some use a different model to find the buggy module [37]. But no one can use early phase Software Defect Prediction. So, this is a unique research, and this research will provide great benefit to software engineering. During the literature review, it is found that there are some major techniques of machine learning like support vector machine, Bayesian networks, confusion metrics, clustering, Regression, Association rule, Bayesian Belief Network, Bayesian Belief network K-mean clustering, association rule, hybrid selection approach [38], genetic programming [38], k-mean clustering, genetic algorithm [38], static code matrix, automatic static analysis, association rule, and artificial neural networks are discussed to predict the faults.

3. Materials and Methods

Different approaches have been planned to manage software fault prediction issues or problems. However, there are many techniques introduced in the literature review for fault prediction but there is no single approach for all datasets. Because it depends upon the nature of the dataset. Deciding which method should be used for fault prediction is a challenging activity. There is the most reliable method for defect prediction is Machine Learning [31]. Feature selection involves evaluating better accuracy between input and desired variable using Minitab. WEKA machine learning tool is used for feature selection. For Statistical analysis mini tab was used to evaluate two-tail t-testing.

3.1 Feature Selection:

In the two study fields, ML and AI data analysis is the hottest topic for researchers. The feature selection technique determined an effective way to sort out various problems by extracting irrelevant or redundant data [32]. The major goal of feature selection is to improve the prediction performance based on accuracy precision and many more, provide
faster and cost-effective prediction within a time slot and provide a better understanding fundamental process of data generating [33].

The procedure of cutting the input variable that is not affected by the results is known as feature selection. In feature selection, researchers only select these features that key features of the dataset. This was desirable for researchers to reduce input variables to eliminate extra computational effort or cost of modeling, in some scenarios to improvise the performance of the system or model. Feature selection involves evaluating the relationship between two or more variables. Selecting featured variables to have the strongest relationship between input variables and target variables Feature selection methods could be efficient, fastest, and effective.

As it is more challenging to use machine learning to select correct statistical measures for several types of datasets while it is performing filter-based feature selection. Data features used to train ML models have a huge influence on the accuracy or performance that could be better achieved. Irrelevant features or partially relevant features can negatively affect prediction model performance. Data set cleaning and feature selection should be the priority to design an effective model.

3.2 The algorithm is performed using machine learning:

Here are some algorithms discussed below which have been used for research results.

3.2.1 Logistic Regression

A logistic regression algorithm is used to predict the probability. It is used to prove the probability of a specific class for example pass/fall flat, win/lose, alive/dead, or sound/wiped out. This can be stretched out to display a few classes of occasions, for example, deciding if a picture has a feline, hound, lion, and so on. Each article found in the picture would be distributed a probability somewhere in the range of 0 and 1 and the aggregate added to one. It is a statistical technique and utilized for logistics purposes to display a binary (0 and 1 form) dependent variable albeit a lot of progressively complex augmentations exist [34].
3.2.2 Bayes Net

Bayes Net uses to evaluate the probabilistic graphical model used by Bayesian inference for probability computations. Bayes Network determined model condition dependency by presenting conditions dependency of edges defined in the direct graph. Using Bayes Net, the researcher can perfect compact, variable factorization to join probability distribution to get advantages of conditional independence. Bayes network is used for prediction, anomaly detection, decision making in uncertainty situations, time series prediction, and many more [35].
3.2.3 Multilayer Perceptron (MLP)

It is a chain of perceptrons, systems of linear classifiers and it is a class of ANN. The term MLP is used abstrusely, here and there freely to allude to any feedforward ANN, now and again carefully to allude to a system made from different layers of perceptions. MLP are some of the times informally alluded to as “vanilla” neural systems, particularly when they have a single secreted layer. It consists of three layers of the node the 1st one is the input layer and the 2nd one is a hidden layer or unseen layer and the 3rd one is the output layer.

These three layers apply for prediction as shown below.

3.2.4 J48

J48 was used to build a decision tree derived by Ross Quinlan mentioned. J48 is the implementation of iterative Dichotomise 4 derived by the project team. J48 is a data mining tool for the execution of C4.5 algorithms. It is an open-source Java implementation for deciding. Based on the input value, it generates tree-constructed data output. This theorem was developed by Ross Quinlan [36]. It holds continuous and discrete features. It is proper for bug prediction in all sizes of data sets. this rule is based on a learning classifier as a tree structure where every hub is a leaf.

3.3 Decision Stump

The decision stump ML algorithm has a one-level decision tree. DT is an exact technique for prediction. A decision stump build model to predict based on using a single input variable or feature. It is a well-ordered arrangement of if-Then instructions that can be more
minimal and, in this manner, more reasonable as compared to the decision tree. The choice to discover DT since it is less complex, and less computationally serious calculation than the decision tree method. It is the most straightforward method in ML. It outlines the data set with a DT which contains a similar number of qualities to the original data set [37].

**Figure 5: Decision Stump**

3.3.1 Support Vector Machine:

SVM is supervised learning which could be used for regression, classification, and many more challenges. It arranges with individual perceptions or factors. In ML SVM are controlled learning models with related learning estimations that separate data utilized for relapse examination and grouping examination. Given a great deal of preparing models, each put aside as having a spot with both of two characterizations, an SVM preparing calculation fabricates a model that circulates new advisers for one class or the other, making it a non-probabilistic twofold straight classifier. An SVM model is a depiction of the models as spotlights on space, planned with the objective that the cases of the various classes are confined by a be normal. New models are then planned into that comparable space and expected to have a put with a class subject to the side of the opening on which they fall [38].

**Figure 6: Support Vector Machine**
3.3.2 Random forest

Data science presents a classification random forest algorithm. Random forest is the combination of DT, presented self-sufficiently with certain controlled change. It incorporates many tresses, and the outcome is dependent on most of the precise yield (output) selected in the class. It is the greatest classifier for the huge data set. Each root node of the tree has a bootstrap sample data or information which is equivalent to the real data and each tree has different sample bootstrap. Utilizing the best split technique for factors or variables is arbitrarily chosen from input factors or variables. Every tree is then developed to the most extreme degree conceivable without pruning. At the point when all trees are worked in the forest technique, new occurrences are connected to every one of the trees at that point voting process happens to choose the arrangement with the greatest votes as the original instance expectation [39].

![Random Forest Diagram](image)

**Figure 7: Random Forest**

3.3.3 Lazy IBK

IBK is a fundamental algorithm family subset of classification. In k-nearest neighbor algorithm (KNN) is known as Lazy IBK (instance Based Learner). IBK is not useful to generate a model, instead, it is useful to build predictions for test instances within time. Distance is measured to find the k “closest” instance to make a prediction. It is an instance-based (IB) classifier. It varies from other IB learners in that it utilizes an entropy-based separation function [40]. It categorizes an instance by contrasting it with a database of pre-grouped models.

The key supposition that will be comparative instance will have comparative characterizations. The investigation lies in what way to characterize “comparative
instance” and “comparative classification.” The comparing segments of an IB are the separation work which decides how comparative two instances are, and the arrangement work which shows how case likenesses yield a last grouping for the advance or new instance. This strategy little bit slow to assess yet useful for expectation [41].

![Figure 8: Lazy Inks](image)

### 3.3.4 Ruler

Zero algorithms defeat One if the targeted distribution of data is limited and skewed available for predicting majority class, correct results basing a rule depend on a single attribute. Rule zero algorithm performed on nominal data type [42]. Rule Zero-R always exceeds baseline when it assesses the training data. In evaluating process training data may not be reflected by performance on independent test data.

### 3.4 Datasets

To promote the replication and verification for this research experiment. Publicly available benchmark datasets from the PROMISE Repository were used to get experimental results. Several datasets are available open-source and available on the internet. For this research, five datasets were obtained from NASA promise dataset repository CM1, JM1, KC1, KC2, and PC1 [43]. Table 1 supplies detail about each data set information like which language was used in the project, faulty instance, on-faulty instance, percentage of description Buggy, no of the attribute, and missing attribute et

<table>
<thead>
<tr>
<th>Project</th>
<th>Languages</th>
<th># Of instance</th>
<th>Non-Faulty instance</th>
<th>% Of Des Buggy</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM1</td>
<td>C</td>
<td>498</td>
<td>499</td>
<td>9.83%</td>
</tr>
<tr>
<td>JM1</td>
<td>C</td>
<td>10885</td>
<td>8779</td>
<td>19.35%</td>
</tr>
<tr>
<td>KC1</td>
<td>C++</td>
<td>2109</td>
<td>1783</td>
<td>24.85%</td>
</tr>
<tr>
<td>KC2</td>
<td>C++</td>
<td>522</td>
<td>415 105</td>
<td>20.49%</td>
</tr>
<tr>
<td>PC1</td>
<td>NA</td>
<td>1109</td>
<td>1032</td>
<td>6.94%</td>
</tr>
</tbody>
</table>
Zero algorithms defeat One if the targeted distribution of data is limited and skewed available for predicting majority class, correct results basing a rule depend on a single attribute. Rule zero algorithm performed on nominal data type [10]. Rule Zero-R always exceeds baseline when it assesses the training data. In evaluating process training data may not be reflected by performance on independent test data.

For this research, six datasets were obtained from NASA promise dataset repository CM1, JM1, KC1, KC2, and PC1 [49]. Table 1 supplies detail about each data set information like which language was used in the project, faulty instance, on-faulty instance, percentage of description Buggy, no of the attribute, and missing attribute. Here is the data set shown below in a graphical form with several instances.

Here is the data set shown below in a graphical form with several instances.

![Figure 9: Number Of Instances](image)

Here is the data set shown below in graphical form with the percentage of the buggy module.
4. Result And Discussion

4.1. NASA Repositor JM
JM1 accuracy with feature selection and without feature selection is in the following graph. It is clearly shown that feature selection accuracy is high as compared to without feature selection in figure 11.
4.1.2. NASA Repositor CM

CM1 accuracy with feature selection and without feature selection is in the following graph. It is clearly shown that feature selection accuracy is high as compared to feature selection figure 12.

![Figure 12: CM1 Data Set Accuracy Graph](image)

4.1.3. NASA Repositor KC1

KC1 accuracy with feature selection and without feature selection is in the following graph 13. It is clearly shown that feature selection accuracy is high as compared to without feature selection.

![Figure 13: KC1 Data Set Accuracy Graph](image)
4.1.4. NASA Repositor  KC2
KC2 accuracy with feature selection and without feature selection is in the following graph 14. It is clearly shown that feature selection accuracy is high as compared to without feature selection.

![KC2 Data Set Accuracy Graph](image1)

**Figure 14: KC2 Data Set Accuracy Graph**

4.1.5. NASA Repositor  PC1
PC1 accuracy with feature selection and without feature selection is in the following graph 15. It is clearly shown that feature selection accuracy is high as compared to without feature selection.

![PC1 Data Set Accuracy Graph](image2)

**Figure 15: PC1 Data Set Accuracy Graph**

To promote the replication and verification for this research experiment. Publicly available benchmark datasets from the PROMISE Repository were used to get an experimental result. Several datasets are available open-source and available on the internet. For this
research, Six datasets were obtained from NASA promise dataset repository CM1, JM1, KC1, KC2, and PC1 [43]. CM1 dataset used for prediction, JM1 dataset used for defect prediction KC1 used for prediction [44]–[46] KC2 dataset used in [43], [47], and PC1 dataset used in [48].

4.2. Results with Out Feature Selection

Accuracy performance without feature selection of 5 NASA datasets CM1, JM1, KC2, and PC1 is shown below tables 4.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>CM1</th>
<th>JM1</th>
<th>KC2</th>
<th>PC1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>73%</td>
<td>70%</td>
<td>78%</td>
<td>81%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>83%</td>
<td>77%</td>
<td>82%</td>
<td>91%</td>
</tr>
<tr>
<td>Decision Stump</td>
<td>78%</td>
<td>71%</td>
<td>78%</td>
<td>87%</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>75%</td>
<td>69%</td>
<td>79%</td>
<td>79%</td>
</tr>
</tbody>
</table>

All NASA dataset accuracy without feature selection is in the following graph. Here, in CM1, JM1, KC2, and PC1 datasets Random Forest is having the highest accuracy in figure 16. [49] used 10 cross-validation folds in which the dataset is divided into ten parts equally.

![Figure 16: Accuracy Graph Feature Selection](image)

4.1. Results with Feature Selection

Accuracy performance with feature selection of 5 NASA datasets CM1, JM1, KC2, and PC1 shown in below tables.
Table 5: Accuracy Table With Feature

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>CM1</th>
<th>JM1</th>
<th>KC2</th>
<th>PC1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>90.56%</td>
<td>80.94%</td>
<td>84.67%</td>
<td>93.32%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>89.35%</td>
<td>80.92%</td>
<td>81.41%</td>
<td>93.86%</td>
</tr>
<tr>
<td>Decision Stump</td>
<td>90.16%</td>
<td>80.65%</td>
<td>80.26%</td>
<td>93.05%</td>
</tr>
<tr>
<td>Support Vector Machine</td>
<td>90.16%</td>
<td>80.66%</td>
<td>80.07%</td>
<td>93.05%</td>
</tr>
</tbody>
</table>

All NASA dataset accuracy feature selection is in the following graph. Here, in CM1, JM1 and KC2 datasets logistic regression are having the highest accuracy, as in the KC1 and PC1 data set Random Forest has the highest accuracy. In this research, thirty cross-validation folds in which the dataset is divided into 30 parts equally and test the dataset very closely and give a more accurate result. Overall PC1 accuracy is high by using all algorithms.

4.2. Accuracy comparison of WFS and WOFS

Accuracy performance with feature selection and without feature selection on five datasets CM1, JM1, KC1, KC2, and PC1 applying logistic regression, random forest, and support vector machine shown below tables. Accuracy with feature selection is high as compared to accuracy without feature selection. In this research, thirty cross-validation folds in which the dataset is divided into 30 parts equally and test the dataset very closely and give a more accurate result. Here accuracy without feature selection is taken from.
Table 6: Accuracy Comparison WFS and WOFS

<table>
<thead>
<tr>
<th>Data set</th>
<th>Classifiers</th>
<th>Accuracy WFS</th>
<th>Accuracy WOFS</th>
</tr>
</thead>
<tbody>
<tr>
<td>JM1</td>
<td>Logistic Regression</td>
<td>80.94%</td>
<td>70%</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>80.92%</td>
<td>77%</td>
</tr>
<tr>
<td></td>
<td>Decision Stump</td>
<td>80.65%</td>
<td>71%</td>
</tr>
<tr>
<td></td>
<td>Support vector Machine</td>
<td>80.66%</td>
<td>69%</td>
</tr>
<tr>
<td>CM1</td>
<td>Logistic Regression</td>
<td>90.56%</td>
<td>73%</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>89.35%</td>
<td>83%</td>
</tr>
<tr>
<td></td>
<td>Decision Stump</td>
<td>90.16%</td>
<td>78%</td>
</tr>
<tr>
<td></td>
<td>Support Vector Machine</td>
<td>90.16%</td>
<td>75%</td>
</tr>
<tr>
<td>KC2</td>
<td>Logistic Regression</td>
<td>84.67%</td>
<td>78%</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>81.41%</td>
<td>82%</td>
</tr>
<tr>
<td></td>
<td>Decision Stump</td>
<td>80.26%</td>
<td>78%</td>
</tr>
<tr>
<td></td>
<td>Support Vector Machine</td>
<td>80.07%</td>
<td>79%</td>
</tr>
<tr>
<td>PC1</td>
<td>Logistic Regression</td>
<td>93.32%</td>
<td>81%</td>
</tr>
<tr>
<td></td>
<td>Random Forest</td>
<td>93.86%</td>
<td>91%</td>
</tr>
<tr>
<td></td>
<td>Decision Stump</td>
<td>93.05%</td>
<td>87%</td>
</tr>
<tr>
<td></td>
<td>Support Vector Machine</td>
<td>93.05%</td>
<td>79%</td>
</tr>
</tbody>
</table>

Here in the following table WFS= with feature selection WOFS=without feature selection. Here, in CM1, JM1, and KC2 datasets logistic regression is having highest accuracy, as in KC1 and PC1 data set random Forest has the highest accuracy. Overall PC1 accuracy is high by using all algorithms figure 18.

![Comparison of WFS and WOFS](image)

**Figure 18: Accuracy Comparison WFS and WOFS**

4.3. Results proved using statistics:

Two tail T-tests were applied using a mini tab to prove accuracy statically. The resulting
screenshot is shown below. For two-tail testing, two variables were used for testing accuracy with feature selection and accuracy without feature selection. This condition of p-value is shown below in the figure. Then \( H_0 \) will be accepted. But in this case, the p-value is 0.000 so \( H_0 \) is rejected. According to statistical decision accuracy with feature selection accuracy increased as compared to without feature selection. Using paired T-test statistical approach, it is proven that accuracy with feature selection is high.

![Figure 19: T-Test Result Graph](image)

5. Conclusion

Software Defect prediction models aid to deal with these types of problems. Our research concerned was defected prediction by feature selection technique to get improvise accuracy results. This research result uncovers the largest subset of defects that could be predicted using above mentioned machine learning algorithm.

This paper's concern was to find out defects using Five NASA data sets JM1, CM1, KC1, KC2, and PC1. In this research machine learning algorithms Bayesian Net, Logistic regression, Multilayer perceptron, Ruler Zero, J48, Lazy IBK, Support Vector Machine, Neural Networks, Random Forest, Decision stump were used to perform feature selection to get maximum accuracy. Logistic Regression's highest accuracy founded at ninety-three% and the Bayesian Net averagely increase by an 8% accuracy rate using feature selection.
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