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Abstract

The measurement and alignment of vehicle wheel cylinders (motorcycle wheel hub) is an 
important and more challenging task for manufacturing companies. Currently in most of 
the local industries this measurement system is manual, and technicians are using screw 
gauges and vernier calipers for the measurement of cylinder diameters. There are some 
issues associated with the manual system to measure the different cylinder diameters of 
the wheel hub. Some very common issues are time consuming, human error can impact 
the accuracy of measurements, least count values are changed in different tools, which 
are used in measurements, and it requires more concentration for converting the decimal 
places and one of a very important issue is the alignment of centroids for different 
diameters of wheel cylinder. This centroid problem would never be fixed in a manual 
system, and it creates a big issue for the alignment of the wheel as well, that causes wobble 
in the wheel. The automated sensor-based system can resolve these issues and especially 
centroid issues with accurate measurements of cylinder diameters, but this system is 
very costly. The proposed system provides a state-of-the-art solution to measure the 
diameters of the cylinder with the accurate alignment of centroids. The work presented 
here consists of two modules—  an automated vehicle wheel hub measurement and 
alignment system (VWMAS) using image processing techniques and cloud management. 
The proposed system is a low cost and effective technique, which resolves the issue of 
centroid with accurate measurement of diameters of different circles found in the hub 
with the accuracy (95%) and precision (100%).

Keyword: motorcycle, automated, vehicle wheel, centroid, bubbling, screw gauge, vernier 
caliper, measurement, diameter, accuracy, precision
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1.	 Introduction

Motorcycle industry in Pakistan is now one of the fastest growing industries. In the 
financial year 2020 record motorcycle production and sales is recorded in Pakistan [1-4]. 

As per the published report of Association of Pakistan Motorcycle Assemblers (APMA), 
there are around seventy-two motorcycle companies who are registered and actively 
participating in manufacturing, import and assembling of the motorcycles. Karachi is one 
of the most important centers to manufacture and produce different physical parts of 
two-wheel vehicles but the production cost in Karachi is very high compared to the other 
cities [1]. In late 90s, one of the significant motorcycle companies started the assembly 
and manufacturing of two-wheel vehicles in Pakistan through a mutual venture with the 
Yamaha, a world-renowned Japanese company and then other companies opted for the 
same model. Fateh Hero is one of a leading motorcycle company who produced an average 
of 21,778.500 Units from Jun 2006 to 2017 in Pakistan. The published data of Fateh Hero 
during the mentioned period is given here in table 1 [5].

Table 1: Motorcycle Production Rate

Duration (Years)	 Production (Unit)
2006	 34018.00
2007	 25798.00
2008	 22519.00
2009	 21038.00
2010	 35010.00
2011	 41972.00
2012	 38834.00
2013	 20466.00
2014	 11525.00
2015	 8607.00
2016	 2958.00
2017	 3012.00

Few years back, different parts of motorcycles were imported and then assembled in local 
industries but now most of the parts are produced and assembled in the local industries 
in Pakistan. Some very common locally produced and developed motorcycle parts are 
listed here and shown in figure1.

An efficient Image Processing Technique to Measure and Align Vehicle Wheel Cylinder with Cloud Management System
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Figure 1: Parts Manufacturing in Local Industries

In most of the industry, the physical inspections and measurements of parts is carried 
out manually. Numbers of technicians are trained and they use basic tools to measure 
the components as per the standard engineering drawings. This way of measurement 
requires more time and there is a higher chance of human error, which can affect the 
overall accuracy and precision of the components performance.

The work presented here is divided into two key modules, first is related to the automated 
motorcycle wheel hub measurements and alignment of centroids, which is an important 
part used to mount the front and rear wheels of motorcycle accurately, secondly the cloud 
management system, which helps the management to monitor and track the records of 
good and bad cylinder measurements. In this paper, an automated measurement of wheel 
HUB is presented by using image processing technique.

2.	 Related Work

Various authors have published a number of research papers related to motorcycle parts 
design and manufacturing. This domain is now more attractive and challenging for the 
industries as well for the researchers. Some key contributions from the researchers are 
listed here: Ahmed et al. [6], Hussain et al. [7], Niazi et al. [8], Batra [9], Vasuvanich et al 
[10], Sayeed et al [11], Taneja et al. [12] and Nabi et al. [13], have reported about diverse 
methodologies, that can increase the volume of trade in the region of Asia. Authors of 
[14-15] discussed the image contour extraction using pixel-based comparison method. 
Authors of [16-19] discussed the background subtraction and image enhancement 
techniques. Authors of [20] describe the method of large-scale image retrieval, which is 
efficient in time with better efficiency. In [21], authors discussed a 3-D layout estimation 
technique in a more efficient way. Authors of [22] elaborate the efficient way to image 
denoising from the image. This way is really help to understand the methods to reduce 
noise from the captured image. It improves the efficiency of proposed technique.

3.	 Proposed Method

A.	 Model Development
The presented work is divided into two key modules, first is related to the automated 

https://doi.org/10.51153/kjcis.v5i1.90
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motorcycle wheel hub measurements and alignment of its centroids, which is an important 
part use to mount the front and rear wheels of motorcycle wheels/tire accurately. Second 
module of the cloud management system will help the management to monitor and track 
the records of good and bad cylinder measurements of component (HUB).

a.	 Automated Motorcycle Wheel HUB Measurement and Alignment

This is the first module of the proposed system. Motorcycle wheel hub is an important 
part of motorcycle to mount the wheel as shown in figure2. In most of the companies, the 
measurements of wheel hub are based on manual system. Technicians are uses screw 
gauge and vernier calipers to measure the inner diameters of circular cylinders.    
 

  

Figure 2: Hub Rear View

As per the standard engineering drawing, the measurements are as follows:

D1= Diameter of small circle = (35-0.5)≤D1≤(35+0.025)
D2= Diameter of large circle = 110≤D1≤(110+0.20)

As far as the alignments of centroids are concerned, it is not possible in the manual system 
to analyze and measure accurately [23-26]. This is very critical and big issue for the 
industries. Using the techniques developed in the proposed system, the measurements 
of diameters and issues of centroid are solved with a very high accuracy and precision. 

The system, which is developed in Image Processing Research Laboratory (IPRL) [27] is 
consists of a wooden base with black colored background. A ‘v-shaped’ space is created 
on wooden base to fix the position of wheel hub. A camera was mounted on tripod 
stand on the top of hub rear face to capture the image. This captured hub rear face 
then measured and analyzed using the developed application program. The developed 
application generated the reports about the measurements of diameters and the position 
of centers of all circles, which needs to be properly aligned. When all the measurements 
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and centroid are well aligned as per the standard values, green LED will be ON, which 
indicates the tested wheel hub is ‘good’, otherwise it will be ‘bad’ and red LED will be ON. 
A Raspberry pi module is programmed and used for these indications of good and bad 
cylinders. The complete hardware set up is shown in figure3.

Figure 3: Hardware Set-up

To resolve the issue of centroid multiple radii were calculated for small and large 
circles in the captured image. All these radii for small and large circles were calculated 
from a common center red point as shown in figure 3. The system ensures that all the 
measurement of radii for small circle is equal in magnitude and same for the larger circle.  
The centroid issue has been resolved using this automated wheel hub measurement and 
alignment system. The system is capable of identifying the good and bad hubs. Good hub 
means the drum having valid measurement of the diameter with a well aligned centroid 
while the bad hub refers to the drum having invalid measurement of diameters or non-
aligned centroid [28-33]. All the measurements of diameters are measured and recorded 
in centimeters (cm) in the system. 

b.	 Cloud Management 

This is the second module of the developed system, which is related to the cloud 
management and monitoring of complete environment [34-38]. All the measurements 
conducted by the technicians are directly stored in the cloud database[39-40]. Technician 
just place the wheel hub at the specified positions in hardware set-up and capture the 
image of rear face of hub by viewing the live streaming on the camera which is connected 
to the wifi network. The application program read the image and measured the values of 
diameters from the circular shaped cylinders and validates the centroid of all circles. The 
decisions about the good and bad measurement are shown using the red and green LEDs 
controlled by Arduino processor. 

https://doi.org/10.51153/kjcis.v5i1.90
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Administrator can view all the detail of stored measurement along with the detail 
of technician IDs, technician shift timing (data is filtered by the day, month and year), 
status of good and bad cylinder measurements and can generate the reports as well. The 
complete system flow diagram is shown in figure4.

Figure 4: Proposed System FlowDiagram

c.	 System Application - Explanation of system functions

A desktop application is developed for the technician who can capture the images of the 
wheel hub (rear face), process the captured image using image processing techniques 
and results of measurements can be viewed in real time. The admin can view and change 
the detail of measurements using web portal. The Technician and The admin interfaces in 
developed application are shown in figure 5.

An efficient Image Processing Technique to Measure and Align Vehicle Wheel Cylinder with Cloud Management System

Figure 5: Technician (LH) and Admin (RH) Interface in Application 

In the following figure 6, image processing techniques and the steps involved to measure 
the diameters and to find centroid of circles are shown.
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Fast Finding and Fitting (FFF) 
Algorithm: 

Fast Finding and Fitting (FFF) 
algorithm was used for multiple 
circles detection. This algorithm uses 
Hough transformation.

The Hough Transform (HT):

Hough Transformations along with 
their extensions are commonly used 
in multiple circles detection. HT is still 
one of the most effective techniques 
because of its high capabilities to 
remove the noise from the images. 

Circle detection using Fast Finding 
and Fitting (FFF) algorithm is 
uses the mechanism of the genetic 
algorithm. The FFF is very efficient 
and accurate as compared to the 
other algorithms[41]. 

Pseudo Code 

The pseudo code of the proposed 
system is given as below:

1.	 Input the image 
2. 	 Apply HT transformation and 

extract all possible vertical 
symmetrical axis 

3. 	 Locate the pixels of circular  
shape  

4. 	 Measure the diameters of 
smaller and larger circles and 
locate the centers of circles to 
resolve centroid issues.

Figure 6: Steps of Proposed Technique
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4.	 Experimental Results

Table 1 shows the measurement of wheel Hub diameters for both small and large circles. 
During the manual observations of diameter, two critical values were found for wheel 
hub 6 and wheel hub 7. For wheel hub 6, the manual value was rejected but in case of 
system generated values, it was accepted it was found that the wheel hub no. 6 was correct 
but there was a mistake to observed value via manual system. As for as wheel hub 7 is 
concerned, manual value was accepted but it was at the maximum allowed limit, which is 
a critical condition. In case of system generated value, wheel hub 7 was strongly accepted. 
Wheel hub 6 has centroid issue and it was observed through the proposed technique.       

Table 2. Manual and System Generated Readings

	 Manual 	 System	 Manual	 System 
	 Readings of 	 Readings of	 Readings of	 Readings of 
          S. No	 small circle	 small circle	 large circle	 large circle 
	 D1 (cm)	 D'1 (cm)	 D2(cm)	 D'2(cm)
Wheel Hub1	 34.93	 34.93	 110.08	 110.03
Wheel Hub 2	 34.94	 34.93	 110.16	 110.11
Wheel Hub 3	 34.93	 34.94	 110.06	 110.14
Wheel Hub 4	 34.93	 34.92	 110.10	 110.18
Wheel Hub 5	 34.93	 34.93	 110.18	 110.31
Wheel Hub 6	 34.92	 34.93	 110.22	 110.16
Wheel Hub 7	 34.92	 34.92	 110.20	 110.13
Wheel Hub 8	 34.93	 34.93	 110.06	 110.12
Wheel Hub 9	 34.94	 34.93	 110.16	 110.28
Wheel Hub 10	 34.94	 34.93	 110.16	 110.22

Table 2 shows the observations of small and large circle diameters and the change 
between two manual and system generated values. It is very clear in observation that 
deviations between manual and system generated values are very small and within the 
range. So all system generated values are highly accepted.
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Table 3. Observations of Small and Large Circles

	 Observation of Small Circle with	 Observation of Large Circle with difference 
	 difference of Manual and System 	 of Manual and System Generated Values 
	 Generated Values
	 Manual 	 System	 Deviation of	 Manual	 System	 Deviation of 
	 Readings	 Readings	 Diameters	 Readings	 Readings	 Diameters 
	 D1 (cm)	 D'1 (cm)	 ∆D1=D1-D'1	 D2 (cm)	 D'2 (cm)	 ∆D2=D2-D'2

	 34.93	 34.93	 0.00	 110.08	 110.05	 0.03
	 34.94	 34.93	 0.01	 110.16	 110.11	 0.05
	 34.93	 34.94	 -0.01	 110.06	 110.04	 0.02
	 34.93	 34.92	 0.01	 110.10	 110.18	 -0.08
	 34.93	 34.93	 0.00	 110.18	 110.11	 0.07
	 34.92	 34.93	 -0.01	 110.22	 110.16	 0.06
	 34.92	 34.92	 0.00	 110.20	 110.13	 0.07
	 34.93	 34.93	 0.00	 110.06	 110.12	 -0.06
	 34.94	 34.93	 0.01	 110.16	 110.18	 -0.02
	 34.94	 34.93	 0.01	 110.16	 110.18	 -0.02

Table 3 shows the accuracy, precision, sensitivity and specificity of the proposed 
automated wheel hub measurement systems.  In our test run, 40 samples have been tested 
using edge detection techniques. For edge detection technique, 38 samples of drum were 
correctly recognized as true Positive. Table 4 shows the facts recorded during test runs 
for edge detection systems.

Table 4. Key parameters and performance of system

	 Parameter	 Edge Detection	 Parameter	 Performance (%)
	 Number of true positive	 38	 Accuracy=           (TP+TN)           
	 (TP)		                                      (TP+FP+FN+TN)	 95
	 Number of true negative	 0	 Precision=           TP       	 100 
	 (TN)		                                 (TP+FP)
	 Number of false positive	 0	 Senitivity=             TP     	 95 
	 (FP) 		                                    (TP+FN)
	 Number of false negative	 2	 Specificity=           TN      	 0 
	 (FN)		                                      (FP+TN)

A.	 Data Consistency

The data consistency of the system can be analyzed using statistical technique. The 
coefficient of variationfor manual and system generated values is used to analyze the 
data consistency.

https://doi.org/10.51153/kjcis.v5i1.90
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a.	 Coefficient of Variation for Small Circle

Coefficient of Variation
 
……………. (1)

 = Standard Deviation = ……………. (2)

 = Mean = 
 
…………………………………. (3)

After solving the parameters, we have

Coefficient of Variation (Manual) ............ (4)

Coefficient of Variation (System) ............ (5)

The result shows the system generated values are more consistent as compare to 
manual values.

b.	 Coefficient of Variation for Large Circle

Coefficient of Variation (Manual) ............ (6)

Coefficient of Variation (System) ............ (7)

The result shows the system generated values are more consistent as compare to manual 
values.

c.	 Graphical Representation of Manual and System Values

A graphical representation of manual and system  generated values are shown in figure7.

An efficient Image Processing Technique to Measure and Align Vehicle Wheel Cylinder with Cloud Management System
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Figure7: Behavior of Manual and System Values for Small and Large Circles

5.	 Conclusion

The measurement done by proposed system is more accurate as compare to the manual 
system. The throughput of automated system is higher compared to the manual system. 
The proposed system has an acceptable range of accuracy, which shows the performance 
of the proposed system. As in Pakistan, a very large number of motorcycle companies are 
working so this automated measurement system can be extended for other components 
of vehicle parts of motorcycles as well.
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Automatic Taxonomy Generation and Incremental Evolution on 
Apache Spark Parallelization Framework 
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Abstract

The term “Big Data” refers to a large volume of information usually in terabytes and 
petabytes. It includes both structured and unstructured data. Unstructured data is 
conventionally text-heavy, but may also contain data such as facts, dates, and numbers. 
To use this unstructured information effectively, it needs to be processed and organized. 
Taxonomy is considered a powerful way of organizing information. For automatic 
taxonomy generation, various techniques have been proposed in the past. However, the 
substantial nature of big data presently crosses the processing abilities of traditional 
techniques. Thus, to meet this challenge an extensible and scalable technique is required 
to potentially accelerate the process of taxonomy generation and its evolution upon 
arrival of new data, hence catering to a large amount of unstructured big data. This paper 
proposes a technique for both the taxonomy generation and evolution of Apache Spark 
infrastructure. The proposed technique is evaluated on a text dataset from a computing 
domain. The evaluation results show that the technique presented in this paper 
outperformed the existing techniques in terms of time and quality metrics. The time 
and quality-based evaluation showed that the use of the MapReduce environment has 
resolved the scalability issues of the current taxonomy generation and evolution process.

Keywords: Big Data, Apache Spark, Unstructured Data, Taxonomy, Map-Reduce, Hadoop, 
Scalable

1.	 Introduction

During the past two decades, communication using electronic media has acquired 
extreme popularity and has gained a significant role in developed societies. Electronic 
media provides several services such as the World Wide Web (WWW), mobile devices, 
Internet of Things (IoT)-based devices, social networks, etc. This era is marked by the 
circulation of the intense amount of data (in petabytes and zettabytes) across the globe. 
This large volume of data produced from various sources [1] can be both structured and 
unstructured. This bulk of data is called Big Data-A Technology Giant [2], [4], [5]. The 
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5V’s of big data – volume, velocity, variety, veracity, and value make data management 
and analytics challenging for the conventional data warehouses. Big data, which is 
unstructured, is the data with no standard formatting [3] and no definite structure as the 
name shows. In order to draw useful information from this data, it should be managed, 
processed, and effectively transformed. In other words, this data needs to be organized 
into a structured form, like taxonomy.

Taxonomy is a hierarchical structure that organizes the given data in parent-child 
relationships, based on the inherent concepts present in the data [6]. Taxonomy is an efficient 
and effective way of organizing and classifying data [7] that also provides standardization 
in case of the exchange of information. Taxonomy also provides an infrastructure for 
knowledge management [8]. Taxonomy arranges information in a hierarchical structure 
that makes navigation and searching for information easier [9] [10].

 Automatic taxonomy generation has two types i.e. (1) Incremental (2) Non-incremental. 
Non-incremental taxonomy generation rebuilds the taxonomy from very scratch on 
the entry of new documents into the current system. Kashyap et al [11] proposed an 
innovative method for taxonomy generation that uses the Principal Direction Divisive 
Partitioning (PDDP) approach [12] to generate taxonomy. Anke et al. [13] suggested a 
conditional random field classifier for taxonomy generation. Velerdi et al. [14] presented 
a graph-based method for taxonomy generation. All these techniques successfully 
resulted in taxonomy generation, but upon the intervention of the new documents into 
the system, these techniques regenerate the taxonomy from the very basis to get the 
taxonomy updated, consequently producing non-incremental taxonomy architecture. 
This approach is very time-consuming when a large dataset is involved. So, there was an 
extreme need for a technique that generates taxonomy on top of the current taxonomy on 
the arrival of the new document into the system. This process is known as “Incremental/ 
Progressive Taxonomy Generation” or may be named as “Taxonomy Evolution”.

There are rare techniques which have focused on incremental taxonomy generation 
like [15], AdaptTaxa [16], IHTCTaxa [17], TIE [18]. The methodology EvoTaxa [15] is 
especially developed for tagged data. AdaptTaxa [16] focuses on incremental taxonomy 
generation technique for unstructured textual data. It adopts a supervised approach that 
requires training data. The technique IHTCTaxa [17] uses an unsupervised hierarchical 
clustering-based approach by adjusting the newly introduced documents. TIE [18] is 
an incremental taxonomy generation algorithm that updates taxonomy upon the entry 
of new documents. All these techniques, be it non-incremental or incremental, provide 
a more or less good quality taxonomy, however, lacks the focus on rapidly increasing, 
voluminous big data. With the emerging trend of big data and cloud computing, the data is 
being produced from varying sources as well as being stored and processed electronically 
and automatically [19][20].
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In the realm of big data, we are always in search of certain techniques and algorithms 
which prove to be dependable and scalable to negotiate with the varying kind of data. 
Some progress has already been achieved in the field of hierarchical clustering for huge 
datasets, such as [21] and [22]. The scope of these studies was limited to hierarchical 
clustering and they did not adequately concentrate on the idea of taxonomy generation 
and evolution. Besides, none of these techniques addressed the concept of parallelization 
for developing a scalable and efficient algorithm for generating and evolving taxonomy.

A new technique has been devised in our work [37] for the taxonomy generation and 
incremental evolution comprised of the MapReduce paradigm incorporating Apache 
Spark. MapReduce is capable of minimizing time by parallel data processing. Fault 
tolerance is also being provided by capitalizing on a distributed file system [19]. 
MapReduce environment can improve the scalability issues of present taxonomy 
generation and evolution methodologies. However, our previous work didn’t  focus on 
the evaluation of the proposed technique with respect to the parallelization framework, 
thus, we were not be able to figure out the essence of achieving scalability previously. 
This paper particularly focuses on this aspect.

The major problem with existing taxonomy generation algorithms was the amount of 
data it can process. Our algorithm processes the data in a parallel fashion in small chunks 
applying HAC on each chunk of data. That is where map-reduce comes in. The principle 
behind map-reduce is you divide the tasks into smaller tasks and then combine them. 
Exactly in the same fashion, we are making small taxonomies on each chunk of data and 
once all those taxonomies are made, they are combined. We use HAC on the spark engine 
which at the backend uses map-reduce to perform HAC.

In our research, we have made the following contributions:
1.	 The proposed technique provides us a solution for taxonomy generation and 

evolution in a considerably limited span of time in comparison with the existing 
techniques, thereby making taxonomy utilization more effective.

2.	 As clustering is the base of the adopted taxonomy generation algorithm, the 
clustering quality of taxonomy generated from the proposed methodology is 
compared and evaluated with the clustering quality of taxonomy generated using 
the existing taxonomy generation techniques. According to Silhouette’s score and 
Davies Bouldin’s score, the clustering quality of the proposed methodology is 
higher than the present techniques.

3.	 Zero or no similarity of a document with the current clusters case is being 
addressed.

4.	 For the case of evolution, the application of Newick tree graph facilitates the 
technique to incorporate even a graph-based taxonomy instead of just clustering-
based taxonomy.
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The salient features of the remaining part of this article are as follows: 
Succeeding the Introduction in Section I, Section II discusses the Literature Review. 
Literature review elaborates the existing techniques for non-incremental and incremental 
taxonomy generation in detail. This section also throws light on the basic taxonomy 
generation process that has been used by the existing techniques. Section III presents the 
background and discusses the preface of big data techniques and tools used in this research 
work. Section IV explains the proposed technique devised for the processes of taxonomy 
generation and taxonomy evolution.  Section V compares the proposed methodology with 
the current non-incremental and incremental taxonomy generation techniques and tests 
the scalability of the proposed technique. Finally, Section VI summarizes the Conclusion 
and Future Work.

2.	 Literature Review

 This section describes the automatic taxonomy generation in detail.  Automatic taxonomy 
generation process consists of two types: incremental and non-incremental. Be it as a non-
incremental taxonomy or an incremental taxonomy generation process, a basic taxonomy 
generation algorithm is used in order to build the initial taxonomy in both cases. The 
commonly used steps of taxonomy generation are: data preprocessing, data modeling, 
hierarchy formation and node labeling. Different works have used different approaches 
in order to perform these steps. In general, taxonomy generation algorithms first cleanse 
the data using preprocessing that includes the removal of unnecessary details from the 
data. Once the data is preprocessed, it is then modeled to bring into a computational 
form. Using the modeled data, hierarchical relationships are produced, organized, and 
then labeled to obtain a structure in a hierarchical form of taxonomy.

Non-incremental type of taxonomy generation procedure utilizes the basic process of a 
taxonomy generation to generate taxonomy and the process runs every time when the 
newly arriving documents are presented into the system. The work TaxGen [23] presented 
an automatic taxonomy generation algorithm for unstructured data. The algorithm uses 
hierarchical clustering algorithm (HCA) for building the underlying structure for taxonomy 
generation. TaxaMiner [11] was also an addition in the pool of existing non-incremental 
taxonomy generation techniques. The cluster cohesion is used to extract the taxonomy 
among the successive levels of the hierarchical clustering tree.  TaxoLearn [24] is also 
a non-incremental taxonomy generation algorithm. In this work, taxonomy hierarchy is 
built using an unsupervised hierarchical clustering algorithm [25]. On the other hand, an 
incremental taxonomy generation or taxonomy evolution technique works in a fashion 
that in-occurrence of the new documents in the system the process does not re-build the 
entire taxonomy from scratch; instead of that, the new documents are presented in the 
current taxonomy based upon the similarities with the existing dataset. 
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AdaptTaxa [16] generates taxonomy incrementally for group profiling problem. EvoTaxa 
[15] generated taxonomy incrementally for particularly large collection of tags. In 
this technique, a graph called association rules graph is produced. In an association 
rules graph, the vertices are tags and based on support and confidence values these 
tags are connected. Manipulation on the association rules graph is done by taxonomy 
extraction step. Only those associations are kept which don’t add to noisy associations. 
The technique successfully generated and evolved taxonomy but it does so for tag data 
only. IHTCTaxa [17] uses unsupervised incremental hierarchical clustering approach 
to generate taxonomy for unstructured textual data. IHTC (Incremental Hierarchical 
Term Clustering) algorithm considers the problem of hierarchical clustering as online in 
contrary to the batch mode non-incremental hierarchical clustering, like HAC [26] and 
Bisect K-means [27].

TIE [18] algorithm was as advancement in the domain of incremental taxonomy 
generation. The TIE algorithm takes as an input the following: 1) existing taxonomy 2) 
respective hierarchical structure (i.e., clusters hierarchical structure) 3) new documents. 
The nearest cluster of new arriving document is recognized based upon the similarity 
score. The similarity score range may well identify the level of impact that a new arriving 
document has on its closest or nearby cluster. For the level of impact, to accommodate the 
new documents in a current hierarchical structure most of the reorganization operators 
came into practice. Hence, the current taxonomy develops to identify the change take 
place in the data [18]. In short, it was observed that the majority of the available non-
incremental or incremental taxonomy generation approaches produce the good worth 
taxonomy. But, these approaches may lack attention on speedily expanding, voluminous 
and varying natured big data.

Furthermore, it was observed from the analysis of the literature that underlying technique 
for building a hierarchical structure in a taxonomy generation or evolution technique 
is mostly clustering-based [28]. Clustering techniques are very useful tools in case an 
unstructured data needs to be organized in a hierarchy [29]. In our work, we, particularly 
focus on clustering-based incremental taxonomy generation techniques. However, new 
challenges of big data make it difficult to apply conventional clustering techniques. Large 
data volume and time complexity of clustering algorithms lead to the problem of efficient 
deployment of clustering algorithms for big data to get an outcome in a reasonable 
amount of time.

Clustering algorithms dealing with big data are generally classified into categories as [30]: 
partitioning-based clustering approaches, hierarchical clustering approaches, grid-based 
clustering approaches and model-based clustering approaches. All these techniques have 
their own advantages and disadvantages. Partitioning-based clustering technique has a 
disadvantage that it requires a pre-defined value of K parameter to be given by a user. 
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For a clustering solution the value of K is often non-deterministic [31]. In a hierarchical 
clustering technique once a stage is completed it cannot be un-done. All the hierarchical 
clustering algorithms have the limitation stated above [32].

Density-based clustering algorithms contain noisy objects because they work in such a 
way in which clusters are described as dense areas separated by low density regions [32], 
therefore, not considered appropriate for very huge size datasets. Clustering algorithms 
that are based on a model are slow and unsuitable for very large dataset for a classification 
problem as they utilize the multivariate probability distribution. The grid size is usually 
far smaller than the database size. In case of highly irregular data distributions, using a 
single uniform grid might not be a good idea as a single uniform grid will fail to provide 
the required clustering quality and also is not able to fulfill the required time requirement 
[31].

Moreover, clustering techniques for big data mentioned here are specifically designed for 
dealing with big data but to be run on a single machine. New challenges of big data can be 
solved using multiple machines clustering techniques that can be able to achieve results 
in a much smaller time. Such parallel algorithms divide the data into various smaller data 
partitions and distribute them on different machines. This makes the overall running 
time of the algorithm smaller and increases its scalability. MapReduce algorithm is a 
task partitioning algorithm designed for distributed execution of a task on many servers 
which gives a good base for the implementation of such parallel forms of algorithms for 
data clustering. To understand its working, the next section discusses the MapReduce 
environment and tools used for big data processing.

3.	 Background and Preliminaries

This section discusses prominent tools in the world of big data processing: Apache 
Hadoop and Apache Spark which are based on MapReduce paradigm. 

A.	 MapReduce

Researchers at Google presented a new programming model called MapReduce [33], 
which was able to solve the challenges of efficient processing of massive datasets using 
large clusters. MapReduce solves the problems faced in parallelizing the data across 
the individual machine’s clusters [33]. MapReduce gives an easy and simple model for 
distributed computing by solving the problems of data partition, scheduling of machine 
failure and decreasing inter-machine communications. MapReduce is a programming 
paradigm that works by decomposing the problem into multiple map and reduce tasks. 
An Input is inserted in the form of key or value pairs to the mapper function. This key 
value pair input is then passed to reducer which then gives it as an input to the reduce 
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function. Associated with the intermediate key, the reducer merges the intermediate 
values and finally produced a combined output.
In real world scenarios, several map reduce functions can be applied on various machines 
individually in order to achieve parallelization. Apache Hadoop and Apache Spark are 
prominent big data processing environments that uses MapReduce algorithm for 
processing and analyzing the data [33], which are discussed in the succeeding subsections.

B.	 Apache Hadoop

Hadoop is a software framework based on MapReduce algorithm. The framework can 
write applications that can handle huge size of data in-parallel over the large size of 
clusters. The size of the data to be processed is in multi-terabyte. The size of the cluster is 
of thousands of nodes. Hadoop provides efficient, reliable and fault tolerance system for 
processing of big data. There are many different tools and products in Hadoop ecosystem.

The two important components of Hadoop ecosystem are HDFS and YARN. Hadoop 
Distributed File System [34], commonly referred as HDFS, is a single reliable file system. 
HDFS is reliable file system as it offers the monitoring of failures of data blocks. Each data 
block has its replica stored on another block and incase of failure data can be retrieved 
from other block. This feature of HDFS makes it easier to use commodity hardware for 
processing of big data. YARN stands for Yet Another Resource Negotiator. It separates 
MapReduce from resource manager, workflow manager and fault-tolerance. It allows 
other frameworks to be built on top of it. The original Hadoop framework was modified 
to use YARN. The initial version of Hadoop had technical deficiencies [34] that the current 
system is dealing by introducing a structure called linear data flow on the distributed 
computing programs in the Hadoop cluster. Hadoop gets an input data from the disk, 
perform mapping function on the data, reduce results of map function, and then finally, 
stores reduce results on the disk. Everything was to be read and written to disk. This 
made the implementation of the iterative algorithms difficult [35]. An Iterative algorithm 
works on dataset multiple times in a loop and then applying data analysis on side. These 
training algorithms used in systems having machine learning standards. Current version 
of Hadoop does not have the capability for processing of iterative machine learning 
algorithms and if processed it will take a lot of time to finish a job. This provided a need 
of a technology that would solve these issues. This leads to the development of Apache 
Spark [36].

C.	 Apache Spark

Apache Spark was developed to facilitate the iterative and machine learning algorithms. 
Spark was born along with its important component the Resilient Distributed Datasets 
(RDDs) [36]. The RDDs perform in-memory computations on big data. It runs on large 
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clusters and nodes. It runs to provide fault-tolerance. Apache Spark also has many 
discretized streams. The discretized streams were developed in order to provide high-
level programming API. An efficient fault tolerance and consistency achieves by high 
level programming APIs. Spark is one of most primitive high-level systems that not only 
supported the distributed batch and stream computation but also the iterative querying.

The key feature of Spark is an RDD [36]. RDDs are basically “immutable objects”. These 
objects are usually stored into different partitions. When one RDD is modified, a new RDD 
is created. A new RDD generation leaves the previous RDD unconverted.  It provides fault 
tolerance due to intelligence that decides when to regenerate and when to re-compute a 
dataset. The groundwork of a complete project Spark Core may deliver the scheduling, 
distribute the task, and fulfill essential input output functionalities. They are revealed by an 
Application Programming Interface (API). This API is centered on RDD abstraction. RDDs 
consist of two different kinds of operations: transformations and action transformations.  
Transformations always return pointers to the latest new RDDs. Another transformation 
called an Action transformation may return results to a driver program. Different 
transformations and actions can work together in a Spark job.  MLlib is a distributed 
machine learning library framework that operates on the top of Spark core. The spark 
job operates nine times efficiently and faster than the disk-based implementation due to 
distributed memory-centered Spark architecture. Various machine learning algorithms 
has been proposed and transported to MLlib that enables ML large scale pipelines. 

D.	 Comparison of Tools for Implementation

In order to support our choice of Apache Spark, we have demonstrated the suitability of 
Apache Spark (MLlib) for machine learning applications by comparing the performance 
of the two parallelization frameworks, i.e. Spark and Hadoop.
The comparison table of Apache Hadoop and Apache Spark with major differences is 
given in Table 1.

Table 1: Comparison Table

	 Attributes	 Apache Hadoop	 Apache Spark
	 Unified APIs	 No	 Yes
	 I/O Operations	 Disk-based	 Memory-based
	 Processing Speed	 Slow	 Fast
	 Execution	 Slow	 Fast
	 ML Support	 Limited (for newer machines)	 Full

It is also worth mentioning here that Apache Spark fully supports agglomerative 
clustering being used in the proposed technique whereas Apache Mahout does not 
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support agglomerative clustering. It supports two algorithms for clustering i.e. 1) Canopy 
clustering 2) K-means clustering.

The next section contains the well demonstrated discussion of the proposed technique 
in detail.

4.	 Proposed Technique

 This section is further divided into two subsections. Taxonomy generation algorithm is 
discussed in the first subsection and the second subsection discusses taxonomy evolution 
process for updating taxonomy on arrival of new documents in a dataset. Both the 
taxonomy generation and evolution algorithms are based on a parallelization framework.

A.	 Taxonomy Generation

The proposed technique performs taxonomy generation on Apache Spark framework 
and has been divided into six general steps: loading the data, data pre-processing, data 
modeling, hierarchy formation, node labeling and conversion into tree graph. The process 
has been explained in detail in our work [37], highlight of which is below: 

1.	 Loading the Data: Resilient distributed dataset (RDD) is used to effectively load 
text documents as input. 

2.	 Data Pre-processing: In the pre-processing step, stop-word removal using NLTK   
and stemming using Porter stemmer [38] have been performed.

3.	 Data Modeling: A feature vectorization method called term frequency-inverse 
document frequency (TF-IDF) is used in this step. 

	 In Apache Spark, TF-IDF is performed in MapReduce paradigm whereas, TF-IDF 
is not calculated in a simple fashion, rather several number of map and reduce 
tasks are carried out for the implementation of TF-IDF. Apache Spark implements 
it using hashing trick or kernel trick. Hashing trick is a quick and compact way 
of vectorizing features. The hash function used here is MurmurHash32. Figure 1 
demonstrates this process of vectorization and hashing.

4.	 Hierarchy Formation: To form a hierarchy, hierarchical agglomerative clustering 
approach is used. For implementation of this phase, Parallel prims algorithm 
is used. This algorithm is available in open-source Spark’s library. First the 
algorithm divides the dataset into multiple sub-datasets. A serial minimum 
spanning tree algorithm is applied locally on each of the sub problems on it. 
Spark’s programming model supports iterative algorithms because of RDD. In 
RDD the computation is carried out only in the RDDs that are required at the 
moment. In an iterative program, RDDs are consumed in a loop. This phase is 
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called Map phase. Each MST is

Figure 1: Implementation of TFIDF as HashingTF on Apache Spark

	 a cluster itself. Now multiple clusters that were created in the map steps are re-
arranged in reduce steps based on the distance between two clusters iteratively and 
arranged in the form one bigger cluster. This is the Reduce phase. The information 
of distance between the trees clusters are maintained in the similarity matrix Sgen.

5.	 Node Labeling: The hierarchical composition built in the preceding step is 
unlabeled. This phase acquires labels for these unlabeled clusters. For labeling 
purpose, titles of documents in a cluster were chosen as labels.  The titles were 
selected as labels because titles are easier to read as compared with the list of top 
terms in a cluster [18]. The technique basically labels a cluster with the title of the 
document that is attached to the edge having minimum weight. By the end of this 
step, the taxonomy Tgen has been created.

6.	 Conversion into a Tree Graph: To use this taxonomy for evolution subsequently, 
Tgen is then transformed into a Newick Tree Graph3. Newick is a standard 
for representing trees in a computer readable form by making use of nested 
parentheses as shown in Figure 2. The bottom-most node in the tree is an interior 
node. Matched parentheses represent interior nodes. In between them, there are 
the images of nodes that are instantly descended from a node which is comma 
separated. Real numbers are used to incorporate branch lengths. This represents 
the length of a branch immediately below a node.
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B.	 Taxonomy Evolution
New documents when added in a dataset for which taxonomy is being maintained, 
they followed the same process of taxonomy generation as mentioned in the previous 
subsection. Once taxonomy is generated, a new tree structure Tevo is constructed that 
represents the newly introduced documents. A similarity matrix Sevo is also produced. 
Finally for the taxonomy evolve step, Tree Merge [40] technique is used. The Tree Merge 
practice takes following as input: the existing Tgen , new taxonomy T_evo, the existing 
similarity matrix Sgen and the new similarity matrix Sevoas input. After the input has been 
taken, the next step is the building of a compatibility super tree TS. 

NTMerge algorithm is used for building compatibility super tree [41]. The super tree 
method constructs trees from smaller trees for overlapping subsets of taxonomies. 
NJMerge basically runs on an input pair of Tgen and Tevo, and it also takes similarity matrices 
Sgen and Sevo as auxiliary information. As mentioned earlier, in Newick trees numbers are 
used to represent branch length. NJMerge results the correct neighbors of the tree Tevo  by 
comparing and analyzing the branch length of tree structure Tevo withTgen. Branch lengths 
sum achieves for all the branches of both tree structures. The pair having smallest length 
is called a true neighbor. Once the true neighbors have been identified, the next step is 
the merging of the two trees. Strict Consensus Merger is used for merging pair of trees in 
which a merged tree. The proposed technique successfully generates a taxonomy for text 
documents from a given corpora. The technique also successfully evolves the previously 
created taxonomy in a very short time. The foundation of the algorithm is a MapReduce 
in which the capability to minimize the time by parallel data processing and facilitates the 
fault tolerance feature by using distributed file system. MapReduce environment aids for 
improving the scalability challenges of an existing taxonomy generation and taxonomy 
evolution techniques. The algorithm runs on Apache Spark environment. The comparison 
between our proposed technique and existing taxonomy generation and evaluation with 
respect to running time and clustering quality has been done. The next section discusses 
the evaluation of the proposed technique.

5.	 Evaluation

The technique presented in this research work was evaluated on a textual dataset based 
upon quality and time parameters. Various experiments were executed using the following 
experimental configurations:
	 1.	 Processor: Intel Core i5 
	 2.	 RAM: 32 GB 
	 3.	  Apache Spark version: 2.3
	 4.	 Apache Hadoop version: 2.10.0

In the first set of experiments, the generation part of the proposed technique was assessed 
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by comparing it with a current non-incremental taxonomy generation method TaxGen. 
In the second set of experiments, the entire algorithm (generation as well as evolution) 
was evaluated by comparing it with the current incremental taxonomy generation 
methodology TIE. A textual dataset of ACM scholarly articles, taken from [18] was used 
for performing these experiments. In the third set of experiments, the scalability of the 
methodology was evaluated using a separate cluster of Apache Spark, on an individual 
machine. Due to the limited size of the ACM dataset for testing the scalability PubMed 
dataset comprising of 17785 documents was used. Last but not least, the focus has been 
made on the comparison of the two parallelization frameworks namely, Apache Hadoop 
and Apache Spark. The running time of the parallelization part of the proposed technique 
was compared on both Apache Hadoop and Apache Spark. The rest of this section will 
discuss evaluation metrics, experiments, and test results.

A.	   Evaluation Metrics for Clustering Quality

To evaluate the quality of hierarchical clustering, Silhouette’s score and Davies-Bouldin’s 
score are being used as quality metrics [cite our previous work].

1.	 Silhouette’s Score:  We can compute the Silhouette’s score [42] by using the 
distance called intra cluster distance and mean closest cluster distance for every 
data point. The range of Silhouette’s score is between [-1, +1]. The values near 
zero may represent an overlapping cluster. The values that are negative may 
signify that the data point or document has been assigned to wrong cluster. The 
higher silhouette value shows that the document matched or assigned to its own 
cluster and inadequately matched to the other nearby clusters.

	
2.	 Davies-Bouldin’s Score: Davies-Bouldin’s [43] score can be computed as by finding 

the ratio of sum of within-cluster scatter to the between-cluster separation. In a 
Davies-Bouldin’s score, better clustering quality can be achieved by getting lower 
score. Zero is the minimum score. If two algorithms are being compared the 
algorithm with lower score will have well-defined and well-separated clusters.

	
B.	 Experiments and Results

Our obtained taxonomy consists of two different kinds of evaluation. The first type is 
called time-based, whereas the second type is quality-based. We obtained efficiency of 
time by running time of algorithms for taxonomy generation and evolution. To evaluate 
hierarchical clustering quality, Silhouette’s score and Davies-Bouldin’s score are being 
used. Our evaluation results are given below:
	
1.	 Experiments for Generation Process: We compared the generation part of our 
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technique with an existing taxonomy generation technique, TaxGen [23], by 
comparing the running time and clustering quality. Initially, 220 documents were 
involved for taxonomy generation process. Newer documents were then added 
to evaluate the generation process of taxonomy, which shows better results for 
the proposed technique [37]. Figure 3(a) & 3(b) shows the hierarchical clustering 
quality of generated taxonomies, whereas the running time is shown in Figure 4.

2.	 Experiments for Evolution Process: We compared the evolution part of our 
proposed method with the evolution of existing method, TIE [18] by performing 
the result comparisons of hierarchical clustering quality and running rime. To 
generate the taxonomy, 200 documents were initially used for the taxonomy 
evolution process using proposed technique and TIE.  Then there was a gradually 
increase in dataset and taxonomy evolution was done using both the methods. The 

Figure 3(a): Results for Quality-Based 
Evaluation - Taxonomy Generation 

Process                     

Figure 3(b): Results for Quality-Based 
Evaluation - Taxonomy Generation 

Process

Figure 4: Results for Time-Based Evaluation - Taxonomy Generation Process
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Figure 5(b): Quality Based Evaluation 
Results-Taxonomy Evolution Process

Figure 6: Time-Based Evaluation Results- Taxonomy Evolution Process

hierarchical clustering quality scores are shown in Figure 5(a) & 5(b), whereas 
Figure 6 indicates running time results for both the techniques. The results 
obtained in both the cases favors the proposed technique [37].

3.	 Experiments for Testing the Scalability: The scalability of the proposed model was 
tested using a separate cluster of Apache Spark on an individual machine. Due to 
the limited size of the ACM scholarly articles dataset obtained from [18], for testing 
the scalability, a dataset namely PubMed was used. This dataset is comprised of 
17785 documents. Using 5000 text documents initial taxonomy was generated 
and after that by adding 5000 documents dataset was gradually increased for the 
procedure of evolution. Clustering quality for generation and evolution through 
the proposed methodology was evaluated and the running time was assessed as 
well. The results of the experiment are shown in Figures 7(a), 7(b) & 7(c), which 
again show the better cluster.

An efficient Image Processing Technique to Measure and Align Vehicle Wheel Cylinder with Cloud Management System
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4.	 Experiments on Parallelization Framework: In this part of experiment, focus has 
been made on the comparison of the two parallelization frameworks namely, 
Apache Hadoop and Apache Spark. Running time of the parallelization part of the 
proposed technique was compared on both; Apache Hadoop as well as Apache 
Spark. For the sake of this experiment, we only generated taxonomy, Newick trees 
were not generated for this experiment. The algorithm was run on 3 cores of 
Apache Spark and compared it to the processing capability of Apache Hadoop. 3 
cores were chosen because that is the minimum number of cores that can be chosen 
for running of any Spark job. Table 2 shows the running time of the proposed 
technique on both the environments. It can be observed that the running time of 
Apache Spark is much smaller as compared with Apache Hadoop.
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Table 2: Apache Spark vs. Apache Hadoop Based on the Running Time of the 
Proposed Technique

	 Dataset	                                                Running Time (secs) 
		  Apache Spark	 Apache Hadoop
	 200	 7.97	 241.8
	 300	 6.29	 369.6
	 400	 8.16	 571.8
	 500	 10.11	 616.2
	 600	 12.28	 673.8
	 700	 14.23	 842.4
	 800	 16.68	 963
	 900	 18.57	 1083.6
	 1000	 19.48	 1228.8
	 1500	 42.96	 1830.6
	 2000	 45.55	 2310

On the basis of running time of the technique on both the environments, their running 
time ratio, i.e. 〖RT〗_r was calculated. The sum of the running time of the algorithm was 
considered for Apache Spark and Apache Hadoop both and their ratio is calculated as 
given in (11). According to this time ratio, Spark is 53.05 times faster than that of Hadoop.

(11)

Spark performance, has found out to be optimal over Hadoop as evaluated by processing 
speed due to following reasons:

1.	 Spark performs computation using in-memory calculation. It runs a selected part 
of a MapReduce task and is not bound by input-output concerns every time.

2.	 Spark’s directed acyclic graphs support optimization between steps, whereas any 
cyclic interconnection between MapReduce steps and levels is not possessed by 
Hadoop. This means performance tuning cannot be done at that level.

Hence both the theoretical aspects as discussed above and in Section 3.4, as well as the 
experimental results favor Apache Spark for the case of the proposed methodology. 

Apache Spark basically comes with various units and sub-units that aid in the process 
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of running of Spark jobs. Tuning the resources, parallelism, and using different data 
representation affect Spark job performance. Schema of data (the way data is arranged) 
and number of cores for running a job are important factors. The --executor-cores specifies 
the number of cores when submitting a Spark job. A Spark job is submitted by invoking 
spark-submit. In pyspark --executor-cores flag are set from the command line. This can 
also be achieved by using the spark-defaults.conf file or a SparkConf object and setting the 
spark.executor.cores property. Further experiments were performed to evaluate running 
time of the evolution process on different number of Apache Spark cores. In the proposed 
technique running time of taxonomy evolution process against different number of 
Apache Spark cores is shown in Table 3.

Table 3: Running Time for Taxonomy Evolution on Different  
No. of Apache Spark Cores

Size of data		  Running Time (secs) 
	 3 cores	 5 cores	 8 cores
100+100	 7.97	 6.79	 6.29
200+100	 6.29	 7.12	 6.25
300+100	 8.15	 8.29	 8.08
400+100	 10.11	 9.72	 9.83
500+100	 12.28	 12.09	 11.99
600+100	 14.23	 14.06	 13.68
700+100	 16.68	 15.98	 15.44
800+100	 18.57	 18.07	 17.69
900+100	 19.48	 19.87	 18.46
1100+100	 29.73	 24.56	 23.34
1200+100	 34.97	 26.78	 27.12
1300+100	 39.14	 30.89	 29.87
1400+100	 42.96	 32.02	 30.38
1500+100	 44.67	 35.44	 33.43
1600+100	 45.23	 37.89	 36.32
1700+100	 45.76	 39.34	 38.56
1800+100	 46.26	 41.56	 40.53
1900+100	 47.55	 43.05	 42.67

In Table 3, it can be seen that when taxonomy evolution process was run on different 
number of Spark cores, the running time of algorithm for 8 cores gives the minimum 
time. When we specify the number of cores to be 8 that means each executor runs 8 
tasks at a given time. It should be noted here that initially when dataset is small the time 
taken by all three cores to evolve taxonomy is comparable but as the dataset increases the 
significant difference can be seen in the running time. The impact of using different cores 
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can be better visualized when dataset is even larger.

C.	 Discussion

In this section, the proposed methodology is assessed and evaluated by comparing it with 
an existing algorithm of taxonomy generation i.e., TaxGen. Evolution part of the technique 
has also been compared with another algorithm of incremental taxonomy generation i.e., 
TIE. The technique has been assessed and evaluated on the basis of the running time 
and quality of clustering. Clustering quality was evaluated using two different techniques 
i.e., 1) Silhouette’s score 2) Davies Bouldin’s score. It was observed that the proposed 
technique shows better clustering quality when compared with TaxGen and TIE. 
It is evident that the running time of the proposed methodology is significantly smaller as 
compared to its counter parts. Due to the usage of map reduce framework, the asymptotic 
complexity of the proposed technique is also reduced from O(n^3) for hierarchical 

clustering  to  where k is the number of nodes in which task is divided in map 
reduce setup.

The technique was also evaluated by running it on Apache Spark and Apache Hadoop 
both and their running time was compared. It was found that Apache Spark generated 
taxonomy in much smaller time as compared with Apache Hadoop. So, it can be said that 
for a clustering problem like taxonomy generation Apache Spark is a better choice. It 
was also evaluated by experiment that by using how many cores of Apache Spark the 
proposed technique can evolve taxonomy faster. It was found that when data size is small 
number of cores do not matter. As the size of data grows using 8 cores can bring significant 
time improvement. The execution time taken for an analysis to perform is critical in big 
data applications. The execution time is measured to evaluate the performance. Smaller 
execution times indicate that the program runs fast and gives good performance. It should 
also be noted that the proper resource utilization is also crucial in case of large datasets. 
A good application should give high performance with minimal resource utilization. 
Since the technique utilizes MapReduce algorithm as its core technique while running 
on Apache Spark, this makes the technique scalable. The next chapter concludes this 
research work.

5.	 Conclusion and Future Work

This research work has reviewed the existing techniques of taxonomy generation and 
evolution from the perspective of today’s data which is particularly fast-evolving and 
voluminous. It was identified that in the modern era of big data, it is required that there 
must be some efficient and scalable taxonomy generation and evolution techniques to 
handle this type of data. Although some work has been done in the field of hierarchical 
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clustering for substantial datasets, little focus has been made on generating and evolving 
taxonomy. As per the available information, none of the existing techniques have focused 
on the idea of parallelization to develop an effective and scalable algorithm for the 
process of taxonomy generation and evolution. In this research work, a novel and unique 
technique has been developed for the process of taxonomy generation and evolution 
which is based upon the MapReduce paradigm using the framework of Apache Spark has 
the ability to minimize the time by parallel data processing. It also provides the feature of 
fault tolerance by using the distributed file system (DFS). 

The proposed technique is evaluated on the basis of the clustering quality and the time 
takes to generate and evolve taxonomy in contrast to the present taxonomy generation 
(TaxGen) and evolution (TIE) methodologies. It is quite clear from the results obtained 
so far, that the proposed methodology consumes less time for taxonomy generation and 
evolution. Evaluation based on quality metrics has been done by applying Silhouette’s 
and Davies-Bouldin’s scores. When compared with the existing techniques, both the 
indices verify improved hierarchical clustering for the proposed methodology. Some 
experiments are also performed for comparing the two parallelization frameworks, 
namely Apache Hadoop and Apache Spark using 3 cores setting. The running time of 
the parallelization part of the proposed technique has been compared on both, Apache 
Hadoop and Apache Spark. Spark’s performance is observed to be optimum over Hadoop 
as measured by processing speed. Furthermore, some specific experiments have been 
also performed to test the scalability of the suggested technique by using a specifically 
large dataset. The time and quality-based evaluation have made it clear that the use of 
the MapReduce environment has improved the scalability issues of current techniques of 
taxonomy generation and evolution.

There were certain challenges faced during the implementation of algorithms. Initially, 
we had decided to use Hadoop to perform taxonomy generation and evolution. We faced 
no issue in performing taxonomy generation on Hadoop but for evolution, we ran into a 
problem as we are using Newick tree graph technique for the evolution of taxonomy, and 
Hadoop’s scope is limited when it comes to Newick graphs. Hence, we selected Apache 
spark as it supports map-reduce as well as Newick graph techniques.

This work too is bound to observe some limits. The proposed model is capable of evolving 
a taxonomy that has been converted into a Tree graph only. Prospectively, we are in the 
view of working on proposing a more generalized algorithm that can upgrade/evolve any 
taxonomy being given as an input. The labeling technique and the hierarchical clustering 
quality of the taxonomy can be further improved. In the future, we also strategize to 
evaluate our proposed technique using cloud computing to acquire better results in terms 
of scalability and performance in the spirit of big data.
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An Ontology Based Approach to Search Woman Clothing from 
Pakistan’s Top Clothing Brands

Shabina Mushtaque1           Adnan Ahmed Siddiqui2           Muhammad Wasim3

Abstract

The trend of online shopping in Pakistan has been getting more popular since the last 
decade. Online clothing shopping is also excessively growing and a wider range of 
clothing items, including stitched and unstitched, are available from different retailers. It 
has been observed that most women prefer branded clothing whenever they proceed for 
the online shopping. Many female consumers are faced with the problem of searching for 
their desired apparel based on the dress attributes from the collection of their favorite 
brands. The research is aimed to provide a platform for the users to find their desired 
dresses from the latest available collection of top brands in Pakistan based on different 
attributes of a dress. A wider range of clothing including stitched and unstitched items 
will be made available in the system for more precise and accurate search. The system 
will extract major attributes of dresses, i.e., color, style, and pattern, from the images 
uploaded by the brands registered in the system. The system will allow consumers to 
find clothing from their favorite vendors/brands based on major dress attributes using 
domain knowledge base defined as ontology (OWL/RDF). 

Keywords: Women-clothing, brands, top-brands, clothing, ontology

1.	 Introduction

The trend of online shopping has been drastically increasing in Pakistan since the last 
few years. Pakistan has one of the largest populations of internet users. The trend of 
e-shopping for clothing is also growing in Pakistan. For the retailers and marketers, it 
is very essential to identify the requirements of their customers to fulfill their shopping 
needs [1]. E-retailers of clothing are more focused on improving the online shopping 
experiences of their customers [2]. They keep on exploring the factors that directly impact 
on customers’ satisfaction and finding ways to provide their customers a perfect place to 
find what they want to wear. Men and women may differ in evaluating different attributes 
of a product before purchasing it [3]. In online shopping, women can be interested in 
the more detailed information of a particular product, also numerous search options for 
example color combination, design, and other features like embroidered dress, sleeveless, 
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with-collar, without-collar, long length, short length, etc., can enhance their intentions of 
purchase.

It has been observed that for the fabric quality, prints, and style, women’s consumers 
mostly prefer their favorite brands. They prefer to purchase their dresses from specific 
brands to avoid quality related issues as the online shopping cannot provide touch and 
feel options. Women in Pakistan are more emotional towards a brands status, quality, and 
design uniqueness [4]. In Pakistan, different clothing brands attracts female by building 
trust on quality and by providing a wider range of designs, prints, and styling options. 

Mostly young females from universities and colleges are more attracted to brands as they 
are more aware of the designs, quality of the fabric, latest fashion trends, discounts, and 
sales because of the internet and social media accessibility [5]. Gul Ahmed, Nishat Linen, 
Junaid Jamshaid, Alkaram Studio, Sana Safinaz, Maria.B, and Khaadi are among the most 
popular clothing brands in Pakistan and people are more interested in the products’ 
collection of these brands because of their uniquely appealing designs and quality [6]. 

The aim of the system is to gather all these well-reputed and famous brands on a single 
platform to display their products with all  their features and attributes of the products. 
So that the system will provide an advanced search option not only based on price range 
or category but also based on different dress attributes. The system will be using an 
ontology-based approach to populate its knowledge base with the dress attributes. An 
already existing approach will be used to extract the attributes of any particular dress 
from the uploaded image by the registered brand in system. 

2.	 Literature Review

There are some ontology-based frameworks that have been built to provide 
recommendations for dresses on the basis of their personality and color of garment. 
The reasoning model in a garment domain is based on the construction of observation 
model (OM) and recommendation model (RM) that have been designed previously [7]. 
Knowledge-based systems have been developed to provide suggestions on the basis of 
colors and mix-match module for dresses and worked as dress advisor [8]. Garment 
recommendation for occasions after learning personality attributes like body color and 
body dimensions from the photograph of the user by using domain knowledge described 
via MOWL (Multimedia Web Ontology Language) [9]. Another approach is employed for 
improving quality of clothing recommendations by establishing a knowledge graph of 
user, clothing and context [10].

The semantic description of fashion ontology helps in populating clothing attributes 
with images. The attributes includes; clothing pattern, major color, sleeve length, Collar 
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presence, dress category like (tank top, long shirt, short kurti, etc.) [11]. 

Estimation of human posture will help in extracting clothes from an image by just 
subtracting the detected body parts from the captured image. Shape matching templates 
defined in body-model helps in identifying various body parts of human with different 
postures. The basic body parts template contains descriptions of various posture of legs, 
hands, head, upper and lower body [12, 13]. Recent research has been conducted on 
cloth parsing from photographs using novel dataset to perform a precise cloth estimation 
of a person’s outfit and then labeling the outfit using labeling tools for various possible 
garment types [14].

The domain ontology needs to be populated automatically after the dress attributes 
extraction. Many mechanisms have been used for the automatic ontology population. 
Classification of ontology classes and finding instances from the text is considered as an 
approach for automatic or semi-automatic ontology populations [15].

The above cited papers dealt with a few concerns related to searching in clothing domain, 
but a more precise and accurate search model for women’s clothing on the basis of dress 
attributes, from the collection of top Pakistani brands with complete knowledge-based 
information of on women-clothing using ontology (semantic approach), is still needed.

3.	 Methodology and Approach
 
A.	 Development of Domain-Ontology

The ontology of the domain will consist of a few major classes and their sub-classes. 
Protégé is a tool used for domain modelling or defining ontologies [16]. It is an easy-to-
understand tool to describe ontology classes, instances, attributes, and relations among 
them. The system needs an ontology or a domain related vocabulary to be defined. The 
ontology for the system is designed on Protégé -5.2.0 as shown in Figure 1.
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B.	 Extraction of Dress Attributes from Image

The system will get the already uploaded images (uploaded by registered brands) from the 
system’s database. A human Pose Estimation, body parts and posture detection technique is 
used to separate human body parts from the image [17]. This previously defined mechanism 
will help to get the major part of the dress by subtracting the detected human parts from the 
dress. After removing unnecessary details the image, the system will work on this separated 
part of the image that contains only that significant part of dress shown in Figure 2 [18].

The already defined automated system that is capable of finding different attributes of the 
dress from an image will make it easier for the system to separate out the major properties of 
any dress, shown in Figure 3. 

An Ontology Based Approach to Search Woman Clothing from Pakistan’s Top Clothing Brands
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The major attributes of dress defined in the proposed ontology model are:

Color:	 any RGB (0-255)
Major Color:	 any RGB (0-255)
Type of Dress:	 Long shirt, Short shirt, Tank top
Pattern:	 Stripped, Floral
Is-Collar:	 Yes, No
Is-Sleeve:	 Yes, No

After learning the image for these defined attributes, the system will then use an 
automatic ontology update mechanism to update the ontology after adding individuals 
to it. Automatic ontology population after learning data sources like images and text, 
considers as the necessary approach to make such semantic based systems more effective 
and independent to update their knowledge [15].

For example, the image we are using in Figure 3 lies in the category (class) “kurti”, so 
the system will consider it as an individual for the already defined class “kurti”, with any 
name like “Kurti3” in this example. So, the system will automatically add an individual to 
the already defined ontology.

The extracted attributes from kurti3:

:Color     "white" ;
:is-collar  "No" ;
:is-sleeve  "yes" ;

:pattern "solid pattern" ;
:type       "Tank Top"

C.	 Automatic population of Ontology

RDF (Resource Description Framework) stores information in the form of Triples:

Subject->Predicate->Object 
or

Object->Property->Value

So, the system will automatically insert a triple while updating the ontology. There are 
many RDF management systems that have been developed by researchers to handle 
millions of triples defining ontology related to a particular domain [19]. Ontology is 
about enriching vocabulary related to the domain or about adding triples to the RDF 
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graph. So, it requires some mechanisms to populate ontology automatically. The different 
systems have been designed for automatic population of ontology by extracting concepts 
or classes, relations from text as in [20]. In this system, it is needed to enrich the ontology 
by adding classes, concepts, individuals and properties as per requirements. SPARQL 
(SPARQL Protocol and RDF Query Language) pattern matching techniques are also 
helping in identifying different ontological components. SPARQL queries are also used in 
mapping patterns to accurately populate ontology [21]. So, we need to execute a SPARQL 
query for the insertion of an individual with the following five data properties:

i.  Color
ii.  Type

iii.  Is-sleeves
iv.  Is-Colar
v.  Patterns

After query execution the graph has now populated with an individual named with 
kurti3.This individual contains five object properties. The graph in figure 4 is visualized 
on OWLGrED, an online ontology visualization tool that allows a graphical representation 
of OWL classes in a form of UML classes in order to get more clear view of any domain-
specific ontology (OWL) [22]. 

Figure 4: Graphical Representation of OWL and UML

Data properties of the recently added individual ‘kurti3’ can be shown in figure 5 using 
Protégé -5.2.0.
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Figure 5: Data Properties of the individual ‘kurti3’

D.	 User search module using SPARQL

SPARQL is used as the standard language for querying RDF or Ontology/Knowledge based 
systems [23]. A user can search for  a dress as per their desire like color, type, or any other 
specification of the dress like no-collar, sleeveless, etc.
The system will generate query of SPARQL according to the user input or query request.

For example 
User enters color= white

PREFIX
dc:<http://www.semanticweb.org/arbab/ontologies/2017/10/Women_Clothing.owl>

SELECT ?subject ?predicate
WHERE {

?subject ?predicate 'white'
}

The search results of the above *query is shown in Figure 6. If the user is searching for 
a dress with color white, for example, the query will return the result, that is based on 
triple pattern defined in the WHERE clause.

*Query is executed on Apache Jena Fuseki server to test the results.

Figure 6: Search results of the query as subject and predicate
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4.	 System Frontend

The front end of the system is based on the.NET Technology, C#. It is designed using 
the Windows Form Application provided by Microsoft Visual Studio using version 2013. 
DotnetRDF is an open-source .NET library that supports a way to interact with RDF via 
queries. Different Semantic based systems use this technology for constructing GUI under 
windows as in [24-25]. It provides a framework to construct a GUI for RDF based system. 
It contains a lot of supportive classes like IGraph, Graph, Triple, Node, TripleStore, etc. to 
interact with the triples of any RDF. There are multiple supportive classes with different 
methods that helps in querying RDF, it also provides support for connection with third-
party stores like Jena-Fuseki, Virtuoso, AllegroGraph, store4, etc. 

DotnetRDF provides ExecuteQuery() function that helps to execute any SPARQL query. 
The Following example shows the execution of the query that will return a result in a 
result set that will contain all the triples available in the provided graph.

Example:
Query string in C# syntax:
String query= “SELECT ?subject ?predicate ?object WHERE {?subject ?predicate ‘white’}”;

The query is executed with the help of defined DotnetRDF classes.
Results of the query is displayed using Windows form application as shown in Figure 7 
user is querying for ‘white’ kurti and results are returned to the user.

Figure 7: Search Results of the requested query

5.	 Conclusion

In this article, an ontology-based system is introduced for searching women’s clothing 
from the top brands in Pakistan on the basis of dress attributes like dress color, type, 
and other specifications of dress like sleeveless, no collar, etc. The Protégé tool is used 
for defining domain ontologies. The proposed system is able to automatically populate 
the domain ontology from the knowledge sources. The system uses existing tools for 
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processing images to extract dress attributes from the already available images in the 
system in order to populate the domain ontology.  A user can make a search query that 
can include any desired dress attribute or attributes, the proposed system is capable of 
handling user queries by using SPARQL to find the desired results.

6.	 Future Work

There is a broader scope of extension in the proposed system by adding more 
versatility in cloth searching, more specifically, extracting dress attributes of man’s and 
children’s clothing and adding them to the domain knowledge base. Further, conceptual 
advancements in the discussed system are also achievable on the basis of the feedback 
from users and testing results in order to make searching more accurate.
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Abstract 

In the industry of software development, the risk is most effective competitor that tries to 
flop the project at any stage of development. Risk is a critical factor that is obscure and has 
the potential to wreak massive loss of the project in terms of money, time and resources. It 
is also harmful to the credibility of the organization. Most of the organizations don’t focus 
on this factor, and as a result, might witness the project failing. Lack of risk assessment is 
very common in most organizations. This paper introduces risk assessment factors and 
analyzing the various situations to tackle these. We investigate the most effective key risk 
variables cost, strategy, technique, operation, and some unknown/unpredictable factors. 
Based on these variables, survey and interviews are conducted and examined. We applied 
empirical studies on these variables and map them on the cause-and-effect analysis 
technique. The proposed technique elaborates the factors behind these risk variables. 
After that, results and analysis of these variables have been incorporated to scale down 
the impact of risk.

Keyword: Software Project Risks, Risk Management, Risk Assessment, Risk Analysis, 
Cause and effect analysis

1.	 Introduction

Threats are identified during the risk analysis phase that may harm project development. 
Risk ensures from two factors: prediction of project failure, and its impact on the project 
[1]. Risk can be of any type like cost, time and scope. Risk analysis is a critical task that 
needs detailed information about the project so that these issues can be resolved and 
save assets of the project. During the planning of software project development, some 
risk analysis methods are used; such as qualitative risk analysis which is applied to the 
project for tracking down the issues that affect the quality of the project. Software project 
management is a tricky task to handle project [2] because the whole project depends on 
software project management. It helps to get profit or loss and demands a lower cost, 
minimum time, higher productivity, good quality and fine customer satisfaction to deliver 
the product right time in the market. Risk management is one of the vital part of software 
project management due to that risk is involved in each software engineering process [3]. 
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The basic rule of risk management is defined in ISO 31000 as a state that risk management 
can create and protect value [2].

In every phase of the project, there are chances of risk, and it is the biggest challenge in 
software development to remove the risk from these phases. Ignoring the risk factors in 
the project can lead the project towards failure. Project failure is a loss of time and cost 
that spoils the image of the developing organization. In the past, many risk mitigation 
factors identified, but with time, the way technology increases, threats of risk are also 
increases. So there is always scope for identifying risk in software development. Risk is 
inherited in every project at every stage of the project. A good analysis of risk plan makes 
a software project effective and efficient which can fulfill all requirements of the project.

A basic taxonomy of risk analysis is shown in Figure 1. Before doing a risk analysis of a 
project, some primary questions arised. The risk analysis approach can answer these 
questions. Past experiences are a proactive approach for tackling risks and you get insight 
from it. Risk analyst has a knowledge base about the techniques to protect software like 
hardware base protection, adding watermark, checksum, cryptography for protecting 
data and guards [4]. Knowledge is needed about the method when risk analysis methods 
are applied to some projects. The method will be qualitative or quantitative, depends 
on the type of project [5]. Keeping in mind all the taxonomy, this research provides an 
approach that made the risk analysis more reliable.

This research paper puts attention on software risk factors. Widely affecting risk features 
are studied and perceive the four most harmful factors from them. These factors are useful 
insights for project managers while developing the software. A detail debate on practical 
problem and practical solution of an application were discussed by using these factors. 
Empirical studies are done by surveying, and results are extracted. The final results show 
that what’s the main source of these four key risk factors and how to tackle these types 
of risk. The impact of each one risk factor is also discussed so that the project manager 
handles these risks based on their consequences respectively.

https://doi.org/10.51153/kjcis.v5i1.103

Figure 1: Basic taxonomy of risk analysis.
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This paper has further divided into five sections. Section II describes the literature review 
and what studies are discussed in the past. Section III describes the methodology that 
how the collection of data can be used qualitatively so that risk analysis has been proved 
mathematically. In Section IV, results have been discussed and analyzed how these 
improve the risk assessment. In the final Section V, the paper sums up the whole study 
and discusses the conclusion and future work.

2.	 Review of Literature

The reason behind the delay in the completion of the project is mostly the lack of risk 
management techniques [1]. There is a need to minimize risk from every aspect of 
the software. Every software has some outcomes which are based on the customer 
requirements and market needs; which are difficult to handle both at a time.  There is a 
need for empirical study time focus and managing strategy in every process of software 
development [3]. The studies at [2] have a systematic review type paper and have some 
limitations that the biases of interviewers and get the bad result from them. There is 
also a limitation of the area. This survey is done in a city of Denmark so every area has 
its specific pros and cons. Previously, many research papers published in the domain 
of software risk analysis. These papers also made a comparison between the different 
approaches used in the older papers. There is the use of fuzzy logic base modal for the 
aggregative risk management in the filed software development. It is an easy approach, 
but it has missing with the use of earlier models [6].

The software industry is based on the management of development. Risk management 
is one of the challenges of development. In [7] given the way to lessen the risk by using 
success parameters cost, time, people and process. According to the authors of [8], an 
architectural approach is used for risk analysis and alignment with agile development; 
and very few works implemented on it. Traditional risk assessment techniques like 
qualitative risk modal is bulky and inflexible. From the author of [9], who was inline 
qualitative risk tool with the phases of the software project. There is always a need for a 
systematic risk approach in project development. In the paper [10] researchers focus on 
the root cause of the risk factors which show a negative impact on the project. A fishbone 
technique is used in it and also conducted a survey to get the results both qualitatively 
and quantitatively. There is a need for the countermeasure to evaluate the risk control 
process.

Now a days Agile and its methods are mostly used for software development. As Agile 
support changes in any stage of the development so chances of risks also increase. Tools 
were proposed for minimizing the risks in agile project [11]. A framework is presented in 
[12] named RIMPRO that focuses to connect the product owner and manage its activities 
to reduce risks. A mathematical model is used for the prediction of risks and this model 
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is implemented in some real-world scenarios [13]. The prediction is based on similarity 
analysis of the projects [14]. 

A model was proposed for the assessment of risks in the phases of software development 
life cycle and proposed model was also analyzed on SPSS software [15]. A linear 
programming approach was used for the risk analysis of the project. Risk is a vital part 
of the project. The team experience is the most effective part of risk management. As risk 
management is vital, it completely depends on the maturity of the team [16]. Eleven Risk 
factors are most important and they are the root cause of all the factors. New technology 
complexity changes incompleteness and ambiguity are the most common. These all factors 
are an obstacle to the success of the project. Poor planning and bad commitment from the 
customer are external factors that increase the risk of the project [17]. For increasing the 
development procedure expelling risk factors in the early phases of development. Risk 
management was done at the stage of the developed premise of risk possible to happen. 
The expectation of risk is from the programming designer [18].

TABLE I. Overview of Literature Review

Paper	 Contribution	 Limitation
[1]	 Empirical analysis on selected process modal	 Have not a focus on specific risk factor
[2]	 How stakeholders perceived important the 	 PRM is a broader term that is not 
	 value of PRM	 completely covered
[6]	 Use Fuzzy logic to evaluate and minimize 	 This logic is not used with earlier 
	 risk in software	 approaches
[7]	 Risk propagates with ripple effects is not 	 The impact of risk on major project success 
	 identified and eliminated.	� parameters such as Cost, Time, People and 

Process.
[8]	 Risk assessment and management of Agile 	 Lack of appliance in industry and real 
	 project by using qualitative tools	 projects.
[12]	 RIMPRO framework was presented for 	 The presented model was not applied to 
	 managing the product owner role	 some real project
[16]	 Most and less common risk management 	 Need to adapt classic risk Management 
	 practices in Scrum projects are identifies	� and level of risk aversion, and integrate it 

with the projects
[17]	 Analyzing the 11 most mentioned factors. 	 No assessment of these factors, seeking to 
	 Relevant most is requirement risks	 reinforce the indicated results
[18]	 Introducing a risk assessment step that can 	 Automated modal cannot link with some 
	 be automated	 tool.

3.	 Methodology

In our study, we have to find risk assessment factors so that it’s made better understanding 
to risk. The basic hypothesis of this research is finding the dependent factors which are 
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the cause of independent risks. Several research papers on the topic of risk analysis, 
and risk management are studied. After analysis, we observe that risks are coming from 
starting level. For solving this problem, cause and effect analysis is used which helps us to 
understand the root causes of risk. A survey is also conducted to get the data from real-
world and developers who practically work on projects. The proposed work diagram is 
shown in Figure 2.

For analyzing risk factors, a survey is conducted via questionnaire 1. The questionnaire 
is shared in different software houses in Pakistan and also send to some other countries 
where we have our references. The questionnaire was solved by senior developers who 
had a minimum of 3 years of experience in the development and management of the 
project. The questionnaire was filled by all types of developers like mobile applications, 
desktop applications, hybrid applications and web applications. The questionnaire is 
designed online on Google form so that it can be shared easily in the situation of the 
pandemic of Covid-19. This questionnaire was shared with almost 18 companies, and 32 
developers from 14 companies responded.

The focus of our research is based on some variables that are the key cause for the risks 
in the project. From studying the literature, it was found that those variables are risk-
related, cost, strategy, operations & technique and some unknown risks. The survey is 
based on these variables. The meaning of the term “unknown risks” is varying from one 
developer to another. Here is the discussion of responses from the survey.

Risk Assessment Approach for Software Development using Cause and Effect Analysis

Figure 2: Work flow diagram for the proposed risk analysis approach
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A.	 Cost Risks

As Figure 3 represents that in the response to cost risks questions, most developers think 
that requirements are not clear and sometimes there is a fault in the machine which can 
increase our expense. Scope creep is another big reason because changing requirements 
is a cause of the effort-loss of the developer. Sometimes the client has a low budget and it 
is difficult to manage the project at a very tight cost.

Figure 3: Cost Risks Empirical studies response chart

B.	 Strategic Risks

The questions linked to strategic risks tell us that information given to the developer was 
not complete so that could disturb the schedule. There are recurring issues in quality 
assurance. Sometimes the project looks simple at initial level, but in reality, it is complex 
due to which entire strategy becomes ruined. Some unexpected circumstances like 
coding errors could not be solved in the expected time which increases the duration of 
the project as illustrated in Figure 4.

https://doi.org/10.51153/kjcis.v5i1.103
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Figure 4: Strategic Risks Empirical studies response chart

C.	 Technical & Operational Risks

In this type of risk some technical type of risks occurs, like loss of all the program due 
to crash of hard disk or any drive. There are also network problems: the server become 
down or any cable is damaged and the project is disabled to save to the cloud, code is not 
saved due to the shutdown of electricity, and entire work lost. In some cases, an employee 
leaves the job in the middle of the project and all schedule of the company comes into the 
trouble. Lack of group work and unprofessional techniques also disturb the schedule of 
the organization. User interference issues also create risks for the project as shown in 
Figure 5.

Risk Assessment Approach for Software Development using Cause and Effect Analysis

Figure 5: Technical and Operational Risks response chart
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D.	 Unknown Risks

These are the risks which developers identify from their experiences. These risks do 
not have specific name or definition, and these change from company to company and 
developer to developer. From our responses, we get the names of risks like market risks, 
communication risks, risks related to office or organization, risks from the inexperienced 
staff and how requirement gathering and architecture are designed that increase the risk 
exponentially as shown in Figure 6.

Figure 6: Unknown Risks Empirical studies response chart

4.	 Results and Discussions

Here are the results of the responses, we got and the analysis we did of those results 
with cause-and-effect diagram, also known as fishbone diagram. Our research gathers 
some statistics from the real-time environment of software development. We implement 
our responses on graphs for more understandable for software engineers. Finally, we 
analyzed the results of all variables as discussed above. These results are shown by cause-
and-effect diagram and make it easy for the software industry to implement them on their 
projects and mitigate the risks. Overview of all risks is drawn here in a graphical form 
that shows which risk is more impactful. Figure 7 shows the graphical representation of 
all the risks.

https://doi.org/10.51153/kjcis.v5i1.103
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Figure 7: Risk variable overview in regarding their impact

A.	 Cost Risks

It is one of the basic risks of the project after doing a survey on it and analyzing its root 
causes which can enhance it. First of all, scope creep is the main cause of client changes 
requirements time by time. These changing requirements waste a lot of time and money. 
Time and money are directly proportional. These are waste in parallel. In the same way, 
ambiguous requirements are also a cause of this. Machine and software crash is also a 
loss of money. Figure 8 shows the cause and effect diagram. The solution is to always 
make a copy of the project so that in case of a crash we can save from big risks. In some 
cases, the client has a very low budget but he/she wants software with all functionalities. 
To avoid this type of fatigue we have to avoid those clients. Because working on a low 
budget can create tension in the mind of developers.

Risk Assessment Approach for Software Development using Cause and Effect Analysis

Figure 8: Cause and Effect diagram for Cost Risks
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B.	 Strategic Risks

There are always chances of changing plans. That’s the way every reputed organization 
has more than one plan. Incomplete information was given by the client; stakeholders or 
developers can create schedule changes. Before starting a project, a clear concept of the 
software is needed. Those companies who cannot focus on the main project and give time 
to other projects whose deadline is very far, also have a problem with the schedule. The 
company needs to have an eye on the project deadline. A very main cause we found on 
analyzing the cause and effect diagram is natural causes. Sometimes, the developer sees 
the sudden death of his relative or experiences some illness due to seasonal changes. 
The organization has no control over this type of cause which is why space for natural 
causes is always needed. One more cause from the developer’s view is that some projects 
look simple, but they are very complex and disturb all the strategies of the company as 
represented in Figure 9.

Figure 9: Cause and Effect diagram for Strategic Risks

C.	 Technical & Operational Risks

The cause and effect diagram shows that technical and operational risks are very 
impactful for the software. As shown in fig. 6 it has a 35% impact on overall risk factors. 
In an organization, every employee is a pillar of the company. If an employee leaves the 
job all operation of the company is out of order.  There is a need for an agreement with an 
employee so that he cannot be in the middle of the project. Due to network problems, lack 
of electricity and burning of the machine can cause a technical problem for the software. 
The project always needs a backup to overcome these risks. For working on the main 
modules of the project, placing experienced staff are optimal solutions. The inexperienced 
employee can leave some bugs in the project. These are not good for the reputation of 
the company as shown in Figure 10. Tool and technology usage in software is upgraded 
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day by day. Technology has innovation every day. Devices and software are a big issue of 
compatibility. APIs, IDEs, frameworks and languages have a new update after a year. So 
it needs to use applications and tools which support every version or has some option of 
update. Because it’s a very alarming cause of the risks of the project.

Figure 10: Cause and Effect diagram for Technical & Operational Risks

D.	 Unknown Risks

Different developers working on different languages have their own experience. 
Companies have their risks on behalf of their experience. After analyzing this and making 
a cause-and-effect analysis, most companies focus on the requirement engineering 
process. Mistakes in the requirement gathering process can cause big risks for the project. 
Some developers say that the office environment has caused some risks like bad behavior 
of manager, bad power system of the office, and there is no concept of group work. The 
manager needs to measure these things and improve on them by taking suggestions from 
employees and experts as depicted in Figure 11. Lack of communication is a fluently 
discussed topic in organizations. Developers have an opinion about that, it can divert 
project direction. Requirements are not clear if there is a lack of communication and 
ambiguous modules are made. It is very difficult to join these modules. It creates a gap 
between the stakeholder and developer, and the company cannot get expected outcomes. 
While testing the software, an experienced tester is needed. Who can test the software 
and tell the bugs to the developers in a clear way.
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Figure 11: Cause and Effect diagram for Unknown Risks

5.	 Conclusion

The quality and success of the project are based on the risk assessment of the project. The 
focus of this research is on risk assessment, finding its root causes and analyze of root risk 
factors. The paper also describes the consequences of that risk on the project. Cause and 
effect diagram analysis is used for finding the causes and their effects of different types of 
risk. Our studies describe four risk factors that are faced by every software project. These 
four variables help software organizations how they can reduce risk factors, and they can 
also find causes that are based on this type of risk.

For future work, methodology can be extended and integrated with real-time applications 
to evaluate risk using these factors. Research presented here find causes and effects of 
risk factors in different software houses of Pakistan by changing the location results, 
these might be changed. 
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Abstract

Facial emotions of humans transfer non-verbal signals which have a dynamic role 
in interactive communication. Human-machine interface evolves according to facial 
expression recognition because both have a significant relationship. Psychology, ethical 
science, and robotics are necessary applications of facial expression recognition. A lot 
of work has been done already on feature extraction, face detection, and the famous 
techniques used for expression recognition. Weighted distance is the basic method of this 
research. It is used for recognition of all basic human emotions, such as anger, happiness, 
disgust, fear, neutral, sadness, and surprise. For the extraction of weighted distance 
paths, a fast-marching algorithm is used, and the seed point is taken on the nose tip of 
the human face. Diverse number of paths have also  been taken, and they have had an 
effect on facial expression recognition. Intensity variation is the main motivation to use 
Weighted Distance Transform. Because the facial intensity variations or facial curvatures 
of most human beings are different, the accuracy of final evaluation may be increased and 
achieved in a respective manner by applying it. JAFFE (Japanese Female Facial Expression) 
database is used, and it is composed of 213 facial images of 10 Japanese female models 
with all seven basic emotions. The dimensions of JAFFE database are 256x256, and all 
the images are frontal position view. Twenty points are labelled for the calculation of 
feature vectors. Different mathematical measures are calculated as a feature vector of this 
geometric representation. Diverse seed locations are also being taken during research. 
Total four seed locations have been taken, and dissimilar number of points have also been 
applied for achieving better grades in the final evaluation. In classification, KNN is used 
and it illustrates reasonable results. In the end, validation is done with famous techniques 
of facial expression recognition.

Keywords: Weighted Distance, Human Behavior, Psychological Aspects, Euclidean, Fast 
Marching, HCI, Robotics, KNN

1.  	 Introduction

Human faces are entities of great status in our daily lives. They present us with the 
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personality of the soul we are looking at, and convey information on attractiveness, age, 
and other traits. Neuroscience, social psychology, and cognitive science are the main 
applications of human emotions. They play a prominent role in human cognition [1]. These 
emotions of human expression could also reflect a vital role in one to one communication 
[2]. By using facial expression, sign languages encode the part of grammar [3]. Darwin 
proposed the basic rules of expression, and grouped various kinds of expressions into 
similar categories like hatred-anger, low spirit-dejection etc. He also stated that human 
expression facial fit in with human evolution [4]. Following figure-1 showed the idea of 
Darwin’s thinking in the 19th century. It illustrated the behavior of a person with electrical 
equipment against the normal kind of joke.    

Figure 1: (A) Smile produced when zygomatic major muscles were electrically 
stimulated (B) Smile generated when subject was told a joke

Facial expression of emotion is much involved in the advancement of many scientific 
areas. It is because computer vision and machine learning researchers are concerned 
with developing computational representation of the perception of human face emotion 
to assist studies in the above sciences [5]. Computerized models of human emotions 
are very necessary in human computer interaction (HCI) systems, and also the key 
development of artificial intelligence [6]. Facial expressions are an explicit means by 
which people accommodate to their social ecology [7]. Face recognition has a vital value 
of security issues but facial expression recognition always has above hand over face 
recognition. Psychological research [8], match to distinct universal emotions classified 
six facial expressions: fear, anger, happiness, disgust, sadness, and surprise as seen in 
following figure-2.

https://doi.org/10.51153/kjcis.v5i1.94
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As discussed above, facial expression has been studied by psychologists, clinical 
practitioners, and also actors and artists who are interested to read about facial 
expressions to enhance their capability. 

The famous book of Le Brun “The Perfect Imitation of Gemini Facial Expression” [9] was 
the key major book to achieve the best artistic ability in the 18th century. However, over 
the last quarter century, with the advances in the field of computer vision, animators, 
computer graphics, and robotics, computer scientists started delivering great interest 
to explore facial expressions. Shape characterization on microscopic images is also a 
reasonable approach in medical diseases evaluation [10]. Robotics is also the main 
factor of facial expression recognition, especially in humanoid robots. Many scientists 
believe that robots are the final destination of the facial expression recognition system. 
As the robots begin to interact more and more with humans, they need to develop extra 
and sharp intelligence in terms of understanding human moods and emotions. This is 
the basis of human computer interaction (HCI) community to build computers close to 
humans. Robots and affect sensitive HCI have also opened a new domain to use expression 
recognition systems in Animations, Telecommunication, Video Games, Automobile Safety, 
and Education-related Software etc. [11].

For facial expression recognition, there is the available wide range of databases on 
spontaneous and posed emotions. In this research, JAFFE [12] database is used which 
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Figure 2: Different Human Emotions

Figure 3: Telesar V robot can see, feel, and hear
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Figure 4: Anger, Disgust, Fear, Happy, Neutral, Sad, Surprise (JAFFE DATABSE)

Weighted distance is widely used for 2D images, surface segmentation, meshes, and 
feature extraction in different research articles [13, 14, 15]. For the extraction of facial 
curvatures of 2-D frontal face images, weighted distance is used because it retains 
intensity curvatures which works in the spatial-intensity domain. It considers the local 
intensity variations and also uses spatial distance between neighboring pixels. The 
weighted distance includes redundant information related to facial intensity curvatures. 
For extracting exact features, multiple paths are drawn using weighted distance transform. 
For the calculation of weighted distance paths, the starting point is required, and it is 
called the seed point. Paths are extracted by taking different seed points on the faces.

A wide variety of information is included in these paths. That’s why it is very essential to 
parameterize the algorithm. For this purpose, different feature vectors are extracted. The 
dimensionality of these feature vectors is also reduced for achieving actual information. 
After parameterization, these feature vectors are used for the final calculation of recognition 
rates. For this purpose, we used the Euclidean distance for classification and in the end, 
comparisons are also done for the validation of method. Later in this research, a literature 
review and methodology is defined, then the result is shown in a respective manner to 
comprehensively cover a whole area of research and terminate it with references.

2. 	 Literature Review

Facial expression recognition has attracted researchers because of its diversity. Even face 
recognition [16] also have respective involvement but facial expressions evaluated in many 

https://doi.org/10.51153/kjcis.v5i1.94

consists of 213 images of 10 Japanese female models. This database covers all major 
emotions, including anger, disgust, happiness, fear, sadness, surprise, and neutral. These 
images are captured in the Psychology Department at Kyushu University. 
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aspects. Both Face recognition and facial expression recognition have lots of similarity 
in concurrence to approach. Many people from other fields, including psychologists, 
neurologists, and computer scientists are involved in it. Action Unit Detection in particular 
and emotion recognition in general has been studied broadly in the last few decades. It is 
not possible to review whole field comprehensively here. That’s why only relevant works 
appear and focusing on related methods. There are two major approaches for human 
emotion recognition that cover most of the area of facial research. They are geometric 
based approach and appearance based approaches. 

2.1. 	 Geometric based Approaches 

Geometric based approaches use location, distance, angle, and other relations between 
the face components. In this approach, it is important to discover the exact location of the 
face components [17]. Most of the researches on above approach are mostly about Facial 
Action Coding Units (AUs)[18]. AUs were mostly based on facial muscle movements. 
Zheng and Ji [19] also used above approach using Dynamic Bayesian Networks (DBNs). 
They detected 26 face features by marking around the areas of eyes, nose and mouth. 
The work of Kotsia and Pitas [20] also shows some significant effect. They used candid 
grid nodes to the facial landmarks to build a facial wire frame model for human emotion 
recognition and for classification purpose used Support Vector Machine (SVM). Valster 
et al. [21, 22] declared that geometric based systems are better than appearance based 
approaches. They used fiducial point on the face to extract geometrical features.

2.2. 	 Appearance based Aproaches

Appearance based approaches use the texture or color arrangement of whole or some 
part of the image. In another way, this approach is mostly holistic. The local features 
of appearance based are much easier to calculate. Ahonen et al. [23] proposed a Local 
Binary pattern (LBP) method for still images. LBP was proposed by Ojala et al. [24], used 
texture analysis and achieved better results. Gabor filter is also very famous holistic and 
appearance based approaches. Gabor filters are time and memory intensive [25] for facial 
representations. In holistic, whole image is given as an input. Edwards et al. [26] used 
principal component analysis (PCA) to create Active Appearance Model (AAM). They 
constructed a multivariate multiple regression for modelling the relationship between 
the AAM displacement and the image differently. It also matched the AAM to input image 
in recognition phase. Images in holistic are constrained to be normalized and properly 
aligned. Holistic approaches also perform better in face recognition techniques [27]. 

2.3.	  Hybrid based Approaches

Holistic and local features are merged into the Hybrid approaches. For the representation 
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Fig 5: Implementation Steps

3. 	 Proposed Method

The main theme of this research is facial expression recognition. Weighted distance is 
a very powerful technique and fast marching algorithm is used as described above for 
the extraction of geodesic paths. The method covered all seven major emotions that are 
described according to behavioral neurosciences: angry, happy, sad, fear, surprise, disgust, 
and neutral. The intensity variation of facial curvatures is always different of every two 
persons. Weighted distance only focuses on intensity variations of facial curvature and 
that is the requirement of this algorithm. Because of this intensity variation in human 
faces, we can capture more and more information which is very helpful to recognize 
images accurately.  

3.1. 	 Pre-processing of Image Database	

The 2D images of human faces retain the intensity of pixels. Facial intensity curvatures 
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of face Yoneyama et al. [34] used a hybrid approach. For a normalized facial image, 
Yoneyama et al. [34] fit an 8x10 quadratic grid and in the every 8x10 regions. Geometric 
and Appearance are also combined to make Hybrid based approaches [28]. Weighted 
distance is also used but only for 3D images. It was never used before for 2D images. 
As described above, intensity variations are different of every two persons. That's why 
this algorithm got better results than previous approaches. Following figure-5 shows the 
implementation steps of the proposed method.
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could be extracted from the 2D image through intensity variations of face. The resizing 
of the given particular image is necessary if it is not similar to the stored images. But 
JAFFE database that is used for the algorithm is already contained 256x256 pixels that 
are the requirement of our algorithm. The calculation of the weighted distance transform 
requires a point and this seed point is located at the nose tip on frontal faces.  Algorithm 
took 200 images out of total 213 images of JAFFE database. 20 images of 10 persons are 
characterized to recognize the facial expressions. For all individual emotions, data sets 
are organized in all expressions separately. In this step, happy, angry, sad, surprise, fear, 
disgust, neutral are arranged in 3 to 4 images of every emotion along static image in each 
directory of facial emotions images. All images are set to 256x256 pixels, which is already 
the original dimension of this database.

3.2. Apply and Extract Weighted

Distance Transform

The weighted distance transform is an effort to extort intensity curvatures from a            
2-dimenasional image. So the method depends on facial intensity curvatures. A fast 
marching algorithm is used for the extraction of paths. This fast marching algorithm [29, 
30] was first introduced by James A. Sethian for solving boundary value problems which 
mostly related to closed curves.

F(a)|T(a)|=1

The starting point was taken from the nose tip of the frontal face because it is the 
requirement of weighted distance transform. This starting point is actually the seed 
location of database images and this work must be done manually. The algorithm took 
four dissimilar locations on the face to examine the facial intensity curvatures contained 
in geodesic distance. The weighted distance or geodesic distance calculated from every 
location of seed point can be seen in fig 6.

Figure 6: Seed points on different locations

As the distance transform resulted in redundant intensity curvatures, there is a need to 
extract more weighted distance paths in the face. It is a further attempt that extracts 
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additional discriminating intensity curvatures. For calculating paths, the algorithm needs 
ending points in addition to their corresponding seed points. We take distinct loci of end 
points at the elliptical edge of the face to cover the whole area of the face. Firstly, we have 
taken 10 paths but for obtaining sufficient information and improving the result we took 
20, 30, 40, 50, 60, 70, 80, 90 and 100 paths on each individual emotions of the human 
face. Weighted distance and calculation of paths on the face are also extracted by using 
the same fast marching algorithm as seen in fig 7.

3.3. 	 Parameterization

For comparison, weighted distance paths needed to be parameterized.  Selective 
curvatures of a path retain the main information regarding facial intensity curvatures, the 
parametric illustration of a path should effectively reflect the discriminating curvatures 
in order to enable facial expression recognition.  Firstly, the algorithm is parameterized 
by taking two equidistant points on each path. As the number of points (taken on a path) 
has a direct relation to the contents of curvatures reflected in parametric representation, 
that's why more points are taken on paths can be seen in fig 9.

https://doi.org/10.51153/kjcis.v5i1.94

Figure 7:  Weighted Distances of above seed points

Figure 8: Paths with different seed locations
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The algorithm obtained different kinds of information for every point taken from the 
parametric representation of a path. Coordinates, displacement from seed point, distance 
along the path between two successive points, and displacement between equivalent 
points of contiguous paths are calculated after the parameterization process. This 
collected information is utilized for constructing a feature space of each image.

3.4. 	 Classification

Above feature vectors are used for classification. For this KNN (K-nearest neighbor) is 
used, in which the classification is done by the matching of neighboring pixels. Euclidean 
distance is actually following the KNN approach. Following equation represents the 
Euclidean distance between two points. The result showed the classification in terms of 
different parameters.

4. 	 Results 

The method is evaluated on the basis of different parameters. The evaluation is performed 
using four images for every individual emotion (anger, happiness, disgust, fear, surprise, 
sad, and neutral) of a person, where two images are taken for training and the remaining 
two for testing. The intensity curvatures are represented by the facial curvatures of the 
path retained in weighted distance. By increasing the number of paths, the representation 
of intensity curvatures are also improved. For this purpose, different numbers of paths 
are drawn on the face and algorithm took 10 to 100 paths. The representation of paths is 
also based on the number of equidistant points and in this research 2 to 20 points on each 
path are selected for showing its parametric representation. The result showed that if the 
number of points increases, the results became much better. The location of seed points 
also affected the weighted distance and four different locations for seed points have been 
taken. Each seed point generated different patterns for each location, as can be seen in 
figure 8. The effects of different feature vectors that were extracted through weighted 
distance transform also have significant impact on the algorithm. As discussed above, the 
feature space of the images are constructed through these feature vectors. 
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Figure 9: Equidistant points on each path
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5. 	 Comparison

The Table 2 reflected the comparative evaluation where the better performance of the 
proposed method in terms of recognition rate can be seen. Local Arc Pattern (LAP) of 
Shahid et al [31], Gabor filter of Guo and Dyer [32] and M.R. Mahmood et al. [33] are 
compared with the proposed method. 

Table.1 showed the classification accuracy of all basic human emotions taken from JAFEE 
database, and the graph (fig 10) also presented the accuracy proposed method against 
the LAP (local arc pattern).

Table.1 showed the classification accuracy of all basic human emotions taken from JAFEE 
database, and the graph (fig 10) also presented the accuracy proposed method against 
the LAP (local arc pattern).

Table 1: Accuracy of Every individual

Emotions	 Proposed Method	 Local Arc Pattern (LAP)
Angry	 97	 100
Disgust	 95	 93
Fear	 87	 84
Happy	 98	 96
Neutral	 99	 100
Sad	 98	 87
Surprise	 96	 96

https://doi.org/10.51153/kjcis.v5i1.94

Figure 10: Comparison against LAP
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Table 2: Comparison with LAP and Gabor Filter

Researches	 Methods	 Classifier	 %
Proposed	 Weighted Distance	 Euclidean	 95.71
Shahidulet al. (2013)	 LAP	 SVM	 94.41
Guo and Dyer (2003)	 Gabor Filter	 Linear programming	 91.00
M. R. Mahmoodet al. (2021)	 Chi Square	 RF/KNN	 94.2

6. 	 Conclusion and Future Work

This research showed the facial intensity curvatures could take part in a vital role in facial ex-
pression recognition. The extraction of intensity variations of human faces by using weighted 
distance transform showed capable results. The determination of exact loci of end points of 
paths created the major problem if using other databases but here it showed better results. 
Comparison against LAP and Gabor Filter showed comparable results which suggested that 
local features extraction played important role in facial expression recognition. Robustness and 
accuracy also increased when taking more reliable database and also some more work on facial 
face detection methods.   

This work based on static or posed images using weighted distance transform while in future it 
can also be done on spontaneous images, which is actual requirement of psychological aspects. 
Also for face detection automatic ways are also used to achieve better result. Even if semi-auto-
matic way is used in this research for face detection but more automatic may get better results.

References

[1]	 Damasio A. R., Descartes error: Emotion, reason, and the huma brain, 1stedn, G. P. 
Putnams Sons, (1995).

[2]	 Schmidt K. L. and Cohn J. F., Human facial expressions as adaptations: Evolutionary 
questions in facial expression research, Amer. J. of phy. anthro., 116(33), 3-24, 
(2001).

[3]	 Wilbur R. B., Nonmanuals, semantic operators, domain marking, and the solution 
to two outstanding puzzles in asl, Sign Lang. & Ling., 14(1), 148-178, (2011).

[4]	 Darwin C., The expression of the emotions in man and animals, 3rdedn, Oxford 
Univ. Press, (1998).

[5]	 Martinez A. M., Matching expression variant faces, Vision Research, 43(9), 1047-
1060, (2003).

Facial Expression Recognition Using Weighted Distance Transform



KIET Journal of Computing & Information Sciences [KJCIS] | Volume 5 | Issue 173

[6]	 Pentland A., Looking at people: Sensing for ubiquitous and wearable computing, 
Pattern. Analy. and Mach. Intelli., IEEE Trans., 22(1), 107–119, (2000).

[7]	 Martinez A., Du S., A model of the perception of facial expressions of emotion by 
humans: Research overview and perspectives, The J. of Mach. Lear. Resear., 98888, 
1589-1608, (2012).

[8]	 Andersen E. N., Unconscious processing of emotional content in hybrid faces, Ph.D. 
thesis, Inst. of Psycho. Univ. of Oslo, 2011.

[9]	 Montagu J., The Expression of the Passions, final edn, Yale Univ. Press, (1994).

[10]	 A. Kokou M., and  Antoine V., Shape characterization on phase microscopy images 
using a dispersion indicator: Application to amoeba cells, Res. J. of Comp. and Info. 
Tech. Sci., 1(5), 8–12, (2013).

[11]	 Bettadapura V., Face expression recognition and analysis: the state of the art, arXiv 
preprint arXiv,1203.6722, (2012).

[12]	  JAFFE database,  http://www.kasrl.org/jaffe.html, (Last accessed 30/11/2020).

[13]	 Peyre G. and Cohen L., Surface segmentation using geodesic centroidal tesselation, 
Proc. 2nd Intr. Symp. on 3D Data Proces., Visuali. and Trans., (2004).

[14]	 Toivanen P. J., New geodosic distance transforms for gray-scale images, Pattern 
Recog. Letters, 17(5), 437-450, (1996).

[15]	 Ahsraf M., Sarim M. and Shaikh A. B., Raffat S. K., Siddiq M., Face recognition using 
weighted distance transform, Res. J. of Rec. Sci., (2013).

[16]	 Sadeghi R., A comparative face recognition algorithm for dark places, Res. J. of Rec. 
Sci., 2(9), 92–94, (2013).

[17]	 Shan, C., Gong, S., &McOwan, P. W., Robust facial expression recognition using local 
binary patterns,ICIP 2005, IEEE Intr. Conf. on Image Proces.,2, II-370, (2005).

[18]	 Ekman P. and Friesen W. V., Facial action coding system: A Technique for the 
Measurement of Facial Movement, 1stedn,Consult. Psycho. Press, Palo Alto, CA., 
USA, (1978). 

[19]	 Zhang, Y. and Ji Q., Active and dynamic information fusion for facial expression 
understanding from image sequences, Patter. Analys. and Mach.Intelli., IEEE 
Trans., 27(5), 699-714, (2005).

[20]	 Kotsia I. and Pitas I., Facial expression recognition in image sequences using 
geometric deformation features and support vector machines, ImageProces., IEEE 
Trans., 16(1), 172-187, (2007).

https://doi.org/10.51153/kjcis.v5i1.94



KIET Journal of Computing & Information Sciences [KJCIS] | Volume 5 | Issue 1 74

[21]	 Valstar M. F., Patras I. and Pantic M., Facial action unit detection using probabilistic 
actively learned support vector machines on tracked facial point data,Comp. Visi. 
and Patter. Recog. Work., CVPR Work., IEEE Comp. Socie., Conf., 76-84, (2005).

[22]	 Valstar M. and Pantic M., Fully automatic facial action unit detection and temporal 
analysis,Comp. Visi. and Patter. Recog. Work., CVPR Work., IEEE Comp. Socie., 
Conf., 149-156, (2006).

[23]	 Ahonen T., Hadid A. and Pietikainen M., Face description with local binary 
patterns: Application to face recognition, Patter. Analys. and Mach. Intelli., IEEE 
Tran., 28(12), 2037-2041, (2006).

[24]	 Ojala T., Pietikäinen M. and Harwood D., A comparative study of texture measures 
with classification based on featured distributions, Pattern Recog., 29(1), 51-59, 
(1996).

[25]	 Bartlett M. S., Littlewort G., Frank M., Lainscsek C., Fasel I. andMovellan J., 
Recognizing facial expression: machine learning and application to spontaneous 
behavior,Comp.Visi. and Pattern Recog., CVPR 2005, IEEE Comp.Socie. Conf.,2, 
568-573, (2005).

[26]	 Cootes T. F., Edwards G. J. and Taylor C. J, Active appearance models,Comp.Visi., 
ECCV,Springer Berlin, 484-498, (1998).

[27]	 Muhammad Sharif S. M. M. R., Shah J. H., Sub-holistic hidden markov model for 
face recognition, Res. J. of Rec. Sci., 2(5), 10–14, (2013).

[28]	 MendozaD. S., Masip D., Baró X., andLapedriza À., Emotion Detection Using Hybrid 
Structural and Appearance Descriptors,Model. Deci. for Artifi.Intelli.,  105-116, 
(2013).

[29]	 Sethian J. A., Fast marching methods, SIAM review, 41(2), 199–235, (1999).

[30]	 Sethian J. A., A fast marching level set method for monotonically advancing fronts, 
Proc. of the National Academy of Sciences, 93(4), 1591–1595, (1996).

[31]	 Islam, M. S., and Auwatanamongkol S., Facial Expression Recognition Using Local 
Arc Pattern, Asian J. of Inf. Tech., 12(4), 126-130, (2013).

[32]	 Guo G., and Dyer C. R., Simultaneous feature selection and classifier training via 
linear programming: A case study for face expression recognition.Comp.Visi. and 
Patter.Recog., Proc. 2003 IEEE Comp.Socie. Conf., 1, I-346, (2003).

[33]	 M.R. Mahmood, M.B. Abdulrazzaq, S.R. Zeebaree, A.K. Ibrahim, R.R. Zebari, and 
H.I. Dino, “Classification techniques’ performance evalutation for facial expression 
recognition.” Indonesian Journal of Electrical Engineering and Computer Science, 
vol. 21 no.2, pp.176~1184. 2021.

Facial Expression Recognition Using Weighted Distance Transform



KIET Journal of Computing & Information Sciences [KJCIS] | Volume 5 | Issue 175

EEG-Based BCI for Attention Assessment in  
E-Learning Environment using SVM

Muhammad Bilal1                          Muhammad Marouf 2                       Safdar Rizvi3

Fatima Bashir4             Muhammad Shahzad5              Jawad Ahmed Bhutta6

Abstract

In this era, technology has paved the way to new dimensions of research in academia 
in terms of students’ performance, learning outcomes, and capability. Brain-Computer 
Interface (BCI) has shown to be essential in monitoring students’ brain activity through 
electroencephalogram (EEG) signals. Attention is a prerequisite to the evaluation of the 
student learning process. This paper proposed recognition of attention level in an e-learning 
environment. It was divided into two states, attention, and inattention(distracted). EEG 
signals were extracted using the non-invasive device (Emotiv Insight) and processed 
data for noise removal through the Finite Impulse Response (FIR) filter.  A machine 
learning approach has been used for the classification of data. The data acquired through 
the channels is continuous for which Support vector machines (SVM) have been used 
for classification. The selected features are then classified. The obtained accuracy for 
attention level is 90.07% in an e-learning environment. 

Keyword: Brain-Computer Interface, Electroencephalogram, Attention, Machine 
Learning

1.	 Introduction

Brain-Computer Interface (BCI), the understanding intended to explain the purpose 
through which the signals are produced. An extensive study has been done to design 
valuable and efficient systems that provide an effective and interactive service using 
human biological signals [1],[2]. The individual’s neural system can help to yield these 
signals. Whereas the human heart can obtain the Electrocardiograph (ECG) signals [3], an 
individual's hand muscle can attain Electromyogram (EMG) signals and the scalp of the 
human brain can achieve Electroencephalogram (EEG) signals [4]. The EEG is used by BCI 
systems for monitoring and analyzing the signals of the human brain [3],[5].
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For several years, the brain-computer interface (BCI) has been a theme of research that 
connects the human brain and computer [6]. From previous decades, Researchers have 
made an outstanding pathway in practical BCI applications and made sure that these 
interfaces are part of several technological visions [8]. BCI is mainly contributing to 
attention analysis, which is a basic part of human productivity. 

Attention is an important aspect of the educational environment [9] and may affect 
learning processes positively or negatively according to its level. In the twenty-first 
century, the increase of digital media has led to very rapid advancement in the use of 
videos in an educational medium [10]. Video-based education has become a progressively 
popular technique in e-learning. E-learning means learning activities through internet 
tools outside the traditional classroom. Due to its usefulness, learners can learn from 
online video via mobile devices, tabs, or computers beyond the time-space limitation 
[11]. Several various video-based learning platforms, such as TED, Coursera, YouTube, 
and MOOCs, started to facilitate different video courses for learners. The platforms which 
are based on education purposes usually allow teachers to upload well-prepared videos 
based on their teaching plans. This mode of learning formed a new learning method, 
which is different from the customary classroom-based or text-based learning. Thus the 
purpose of the research is to use EEG technology to study that in what way video-based 
lectures in an e-learning environment setting affect the attention level and its impact 
on the learner, and further apply feature extraction and machine learning technique. 
The outcomes of the study show the contribution by analyzing the significance of the 
attention factor in an e-learning environment.

2.	 Background Knowledge

A.	 Brain-Computer Interface

The Brain-Computer Interface system is schematically shown in Figure 1. It is widely 
used as an integrated diagnostic tool to analyze brain signals and patterns by placing 
electrodes on the scalp. It gives real-time data. The mental syndromes and brain patterns 
are identified by the general info of functional, physical, and pathological status of the 
brain contained by EEG for diagnosing and recording brain activity. The first prototype of 
BCI came out in 1973, in the laboratory of  Dr. Vidal [7].

EEG-Based BCI for Attention Assessment in E-Learning Environment using SVM

Figure 1: General brain computing interface design
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In the earlier demonstration, it has reported that the EEG signals had been noticed with 
the fusion of different frequencies that are alpha, beta, delta, and theta signals. These 
types of signals are also known with multiple names like; EEG signals or brainwaves and 
spectral components. All these signals are visualized in Table 1 [12].
 

Table 1: Type of EEG spectral wave with defined ranges and their basic functions

Wave	 Frequency Range	 Major Functions
Delta	 Up to 4 Hz	 Sleep, found in attention tasks
Theta	 4 Hz to 7 Hz	 Halting, incompetence, related to ADHD
Alpha	 8 Hz to 15 Hz	 Rest, eyes closing
Beta	 16 Hz to 31 Hz	 Concentration, uneasy thoughts
Gamma	 Above 32 Hz	 Cognition

3.	 Literature Review

Attention imitates various activities of the human body and that is why an essential 
constraint of the brain. It is an activity of keeping the brain active and thoughtful as well as 
processing the things in the environment for particular tasks. Attention helps in gaining 
information for the things of better interest as well as the prediction of attention level is 
also a major research area nowadays [13], [14].

The attentiveness of students while learning significantly affects their learning results. 
The teacher's difficultly in observing the student’s attentiveness to online learning can 
also cause a problem in determining students’ attention level. The experiment on the 
students with EEG-related data in a controlled e-learning environment can be feasible in 
determining the attentiveness or inattentiveness of a student [15]. Unlike a psychologist, 
many BCI applications are there to analyze the attention level, which has been reported 
in many studies under controlled and uncontrolled environments [16], [17].

There are extensive applications and researches on determining the attention level, 
like exploring the learning performance and behavior of university students in English 
listening courses by determining their attention level through brainwave signals [18]. 
Provided some active and inert indications in an electronic learning environment to 
determine whether their attention is affecting in different circumstances studied by 
[19]. The excessive use of cell phones in the class can also influence the attention level of 
students in the learning environment [20]. Brain-Computer Interface (BCI) has been used 
and researched in every aspect of human life and carried out by different researchers 
to accomplish the research problem. This section explains different techniques used in 
many studies for the evaluation of students’ attention via video lectures in an e-learning 
environment through BCI. 

https://doi.org/10.51153/kjcis.v5i1.107
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In [21], a review on electroencephalography (EEG) evaluation was done to observe the 
effects of challenge-skill balance on flow experience and the effect of flow experience on 
learning performance in a computer-aided environment. The outcomes determined that 
the challenge-skill balance of learning materials was the basis of a flow experience of 
learners. The classification of attentiveness and non-attentiveness in the subjects while 
watching the lectures via multimedia in different situations can be done using. The EEG 
power spectral density (PSD) features were extracted from preprocessed EEG signals in 
5 frequency bands of the delta, theta, alpha, beta, and gamma and then the attentiveness 
and non-attentiveness were classified using the extracted features with the change in 
the span of a period. SVM, kNN, Ensemble, and CNN were the classifiers to identify the 
attentiveness and non-attentiveness situations EEG [22]. 

A combination of data mining algorithms like correlation-based feature selection (CFS) 
and KNN for the classification system has been used by [23]. The CFS+KNN algorithm 
has been evaluated against multiple classification algorithms such as CFS+C4.5. They 
measured the performance of classification using the different 3-fold cross-validation 
data. They collected data from 10 individuals while learning the material in a virtual 
distance-learning environment. The attention has been assessed on high, neutral, low 
levels using a self-assessment model of self-report. The interactive Brain Tagging system 
(IBTS) has been used to assemble the learner’s attention developed. The EEG data has 
been used by IBTS to transform it into evaluable attention value. They recorded the 
individuals' attention level every second while watching a video. The constant level of 
attention and the variation level of attention have been envisioned while watching a 
video. The distinct and cooperative attention period was the outcome of this study  [24]. 

Age is a major factor for the inspiration of visual attentiveness and reading time. The mobile 
electroencephalography device can measure one’s consideration and attentiveness level 
in the reading environment  [25]. In a study of [26], a system was developed to assess 
brainwave data. A Massive Open Online Courses (MOOCs) system and conventional 
techniques have been used in applicants learning. Fourier represented the brainwaves 
and symmetry elements in Fast Fourier transform have used to obtain Power Spectral 
Density (PSD) values for the analysis of data. They determined that MOOCs system in 
teaching methods were efficient for increasing the attention of the applicants as compared 
to the conventional techniques as well as providing comfortable learning for them. As 
an overall assessment and a part of the study, we can see in Table 2, a summary of the 
existing research.

EEG-Based BCI for Attention Assessment in E-Learning Environment using SVM
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Table 2: Attention level in the e-learning environment

Environment	 Ref. 	 Sample Size	 Type	 Experimental Finding
	 [21]	 20	 Multimedia	 Assess Challenge-skill balance and flow 
			   Content	  experience.
	 [22]	 8	 Video	� Assess attention level while applicants were 

instructed to watch lecture videos through 
multimedia. 

	 [23]	 10	 Video	� Measured attention (High, Neural, and Low) 
based on 20 minutes of learning task and self-
assessment model.

	 [24]	 31	 Video	� Analysis of proper time-period through video 
learning to increase the attention level of 
learners in learning content.

	 [25]	 55	 Video	� Measure sustained attention while students 
watched the same video lecture for 16 min.

	 [26]	 15	 Video	� Measure effects of attention level in learning 
through MOOCs system. 

4.	 Methodology

The proposed methodology is based on an e-learning environment. The basic framework 
of the presented research is shown in Figure 2. The data was collected, and the learning 
model was designed to classify attention levels. Finite Impulse Response (FIR) filter was 
used to remove the noises that affect signals. Further independent component analysis 
(ICA) was applied to extract attention features from the noise-free signals. In the end, 
features were analyzed with EEG signals and tests of the participants in e-learning 
environments. Further, the data is classified using Support Vector Machine (SVM).

https://doi.org/10.51153/kjcis.v5i1.107
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The dataset is generated by acquiring a signal of participants. For the e-learning 
environment, 15 participants were selected. EEG data gathering device which has 
been used and the participants which were involved in the e-learning environment are 
described in subsections in detail.

A.	 Proposed Approach

Figure 3 shows the workflow of the proposed research. The first step in the proposed 
approach is signal acquisition. For recording signals, we used the EEG technique. EEG 
technique is commonly used for collecting data by the noninvasive method in which the 
participant wears the emotive insight headset. 

Figure 3: Workflow of the proposed methodology

B.	 Participants and Dataset Preparation

In this study, 15 computer science students of the 3rd year from Bahria University Karachi 
campus were recruited, all of whom were right-handed. Among the 15 participants, 11 
were male, 4 were female, and the age was between 18 and 21 years old (Mage=18.8, 
SD=0.98). According to the investigation of the participants, they had no mental diseases 
such as epilepsy, depression, and hyperactivity disorder or did take psychoactive drugs 
for a long time. At present, they neither had used any drugs to change their thinking nor 
had any history of head injury or brain injury. The experimenter introduced the scope and 

EEG-Based BCI for Attention Assessment in E-Learning Environment using SVM



KIET Journal of Computing & Information Sciences [KJCIS] | Volume 5 | Issue 181

procedure of the experiment to the participants and informed them that the experiment 
would not cause any risk to their health, to ensure that the participants could participate 
in the experiment voluntarily and sign the informed consent before the experiment.
Because this experiment was based on learning through videos via computer devices, the 
participants needed to ensure that they can see the learning content. The participants are 
tested one by one in the laboratory environment, each was asked to sit in a comfortable 
chair and watch the video-based lecture using a computer and headphones for noise-free 
audio. During the experiment, the participants' EEG signal was simultaneously recorded 
as described in Figure 4. 

Figure 4: E-learning environment

C.	 Signal Acquisition

The brain signal has been accomplished by EEG noninvasive technique. This is a widely 
used signal acquisition technique due to its greater temporal resolution [28]. A portable 
EEG headset device (Emotiv Insight), introduced five main data-collection electrodes 
and two reference electrodes for signal acquisition. The electrodes were positioned at 
AF3, AF4, T7, T8, and Pz based on the international 10-20 systems. 128Hz was set as 
the sampling rate. During the experiments, each participant has been informed that they 
must be relaxed and calm. All healthy participants have been seated in a quiet room i.e. 
lab and the LCD monitor screen has been placed and the armchair to make the gazing 
level equal for the participant.

D.	 Artifacts Handling in E-Learning Environment

For the removal of artifacts in the E-Learning environment, EEGLAB has been used in 
the proposed research study. The data set is labeled with the names of the electrodes. 
The entire data set was labeled with the x-axis as time framework in-unit seconds and 
the y-axis for the frequency spectral power that is measured in micro-volts (μV). Artifact 
removal in the e-learning environment is performed by removing the entire unnecessary 
channel’s data. Therefore, no further filter is needed to apply as it is a noise-free and 
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controlled environment. In the end, this new representation of the data has been used for 
the preprocessing of the signals. 

E.	 Feature Extraction

E-learning environment signals consist of numerous electrodes channels including; 
AF4, AF3, Pz, T7, and T8. After the ELE signal enhancement phase, each component has 
different spectral powers with respect to its sampling rate that are measured at 128 Hz 
frequencies.

Signal AF4 is the spectral power that ranges from 4100 to 4300 microvolts with time series 
measured at 8 seconds. It is a further projectile in milliseconds for the frequency domain 
per subject. This time framework is constantly used on all the electrodes channels for a 
single subject. Signal AF3 has spectral power that ranges from 4100 to 4250 microvolts. 
Signal Pz has spectral power that ranges from 4155 to 4175 microvolts. Signal T7 has a 
spectral power that ranges from 4140 to 4180 microvolts. Signal T8 has spectral power 
that ranges from 4100 to 4250 microvolts.

Features are extracted based on the component spectral power, which is measured 
in microvolts’ unit where the unnecessary components power is reduced based on 
dimensionality reduced algorithm as discussed above. After applying the model, a new 
visualization of the spectral power of all components is shown at an ELE state that results 
in the adjacent representation of the electrodes but has different spectral power. These 
electrodes signal include; AF4, AF3, Pz, T7, and T8 components. Signal AF4 has a spectral 
power that ranges from -100 to +100 microvolts with time series measured at 8000 
milliseconds. This time framework is constantly used on all the electrodes channels for a 
single subject. Signal AF3 has a spectral power that ranges from -100 to +100 microvolts. 
Signal Pz has spectral power that ranges from -5 to +10 microvolts. Signal T7 has spectral 
power that ranges from -100 to +100 microvolts. Signal T8 has spectral power that ranges 
from -10 to +10 microvolts. 

F.	 Classification

Classification is one of the major problems assigning one of N labels to an input signal which 
is newly generated, given labeled training data of inputs along with consequent output 
labels of them. To learn and recognize the EEG pattern, a machine learning algorithm 
is implied for classification which can be explained as a method for understanding the 
mapping or relation between EEG data classes against mental tasks such as a hand’s 
movement [36]. Application of supervised learning is, however, a difficult task as the EEG 
data is noisy, and the selection of an optimum frequency band and evaluating a suitable 
set of characteristics are areas that still need to be solved. In addition, various degree of 
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attention influences the data quality, which then changes in their concentration.
Initially, the data set is recorded based on the delta, theta, alpha and beta, and gamma 
waves for each participant with 5 channel electrodes. For attention, two channels AF3 
and AF4 data with beta (β) wave frequency [37] were extracted for further classification. 
Mean is calculated for each electrode from each participant’s recorded data and calculate 
the average mean from each calculated mean of electrodes and this average mean have 
been utilized as labeled data for classification of an individual subject. Doing the same 
procedure, we have calculated all participants' average mean and finally, we have labeled 
the dataset with a multi-label data classification.

5.	 Results

We evaluated the SVM classifier by accuracy, precision, recall, and F-Measures rates. 
Figure 6 shows the confusion matrix, and the definitions of these performance measures 
are listed as follows:

    (1)

                 (2)

                         (3)

    (4)

The scores were achieved through an SVM classifier using a linear kernel. The equation for 
prediction for a new input using the dot product between the input (t) and each support 
vector (ti) is calculated as follows:

f(x) = B(0) + sum(bi * (t,ti))     (5)

Individual accuracy of participants was measured by breaking the dataset into 30% 
testing and 70% for training while for overall accuracy for creating the SVM model, all 
files were merged to make a single file and separate it with 30% of the data as testing and 
70% for training. Support vector machine generates in total 8703 support vectors 4351 
for attention class boundary and 4352 for inattention (which is labeled as “Distracted”), 
a class boundary that lies on this margin to separate attention and distracted classes 
with the cost of 0.1. Table 3 shows the confusion matrix of the e-learning environment 
through which precision, recall, and F-measure were calculated. The purple color shows 
the attention data and inside attention class red spots are misclassified data Furthermore, 
distracted data is represented by blue color and the misclassified data is also present in 
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it which is shown as black spots as shown in Figure 5.

Figure 5: Attention level in e-learning environment support vectors

The value of cost (C) is large then the model chooses more data points as a support vector 
and thus it gets the higher variance and lowers bias, which may lead to the problem of 
overfitting.

Figure 6: Confusion matrix E-learning environment

The overall accuracy shows the results of the SVM algorithm which is 90.07% with 0.879 
precision, 0.911 recall, and 0.894 f-measure, and the mean of participant’s data accuracy, 
precision, recall, and f-measure are 90.43%, 0.883, 0.897, and 0.890 respectively as 
shown in Table 4.
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Table 4: E-learning environment results

SUPPORT VECTOR MACHINES
	 Participants	 Accuracy	 Precision	 Recall	 F-Measure
	 P1	 90.25%	 0.897	 0.903	 0.900
	 P2	 89.79%	 0.884	 0.895	 0.889
	 P3	 91.46%	 0.901	 0.912	 0.906
	 P4 	 89.14%	 0.881	 0.894	 0.887
	 P5	 90.94%	 0.895	 0.901	 0.898
	 P6	 89.86%	 0.899	 0.895	 0.897
	 P7	 89.43%	 0.917	 0.891	 0.904
	 P8	 90.58%	 0.874	 0.891	 0.882
	 P9	 91.89%	 0.898	 0.997	 0.945
	 P10	 89.32%	 0.842	 0.855	 0.848
	 P11	 90.43%	 0.896	 0.908	 0.902
	 P12	 89.03%	 0.789	 0.881	 0.832
	 P13	 91.56%	 0.876	 0.879	 0.877
	 P14	 90.87%	 0.897	 0.884	 0.890
	 P15	 91.86%	 0.898	 0.871	 0.884
	 Mean	 90.43%	 0.883	 0.897	 0.890
	 SVM Model	 90.07%	 0.879	 0.911	 0.894

6.	 Conclusion

A Brain-Computer Interface (BCI), derived from the cognitive area of Human-Computer 
Interaction (HCI) is an efficient and successful emergent field [1]. The understanding is 
intended to explain the purpose through which the signals are produced. BCI is widely 
used as an integrated diagnostic tool to analyze brain signals and patterns by placing 
electrodes on the scalp. It gives real-time data. The EEG is used by BCI systems for 
monitoring and analyzing the signals of the human brain [3], [5]. Attention is an important 
term in educational settings. It is assessed by the cognitive mind by assisting the variety 
of inbound perceptual knowledge and preventing the external incentives managed by 
constrained cognitive minds for avoiding congestion [38], [39]. 

The proposed study focuses to evaluate the e-learning method and its efficiency by 
analyzing students’ attention through EEG signals during the e-learning method and will 
evaluate the method if it is efficient for learning. The model was based on the following 
major steps to achieve the desired outcome: signal acquisition, noise (artifact) handling, 
pre-processing of data, and attention and cognitive load detection by feature extraction 
and classification. In the proposed approach, a learning model has been designed to 
assess attention in students, filtration of signals, and improve the accuracy of the BCI 
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system. For recording signals, we used the EEG technique. EEG technique is commonly 
used for collecting data by the noninvasive method in which the participant wears the 
emotive insight headset.

The data was collected, and the learning model was designed to classify attention levels. 
Finite Impulse Response (FIR) filter was used to remove the noises that affect signals. 
Further independent component analysis (ICA) was applied to extract attention features 
from the noise-free signals. In the end, features were analyzed with EEG signals and tests 
of the participants in both environments. The Labeled training data is used to prepare 
the learning model and a Support Vector Machine (SVM) is used for classification. The 
experiment is based on attention analysis in learning, for these purposes, undergraduate 
students are selected for the experiment that generally studies in an e-learning 
environment. Acquiring a signal of participants generates the dataset. For this purpose, 
15 participants were selected. EEG emotive headset is used on participants for signal 
acquisition.

The accuracy, precision, and recall for attention levels in an e-learning environment 
are achieved through the SVM classifier using a linear kernel. The individual accuracy 
of participants was measured by breaking the dataset into training and testing through 
the holdout technique, while for overall accuracy for creating the SVM model; all files 
were merged to make a single file. The efficiency of the SVM algorithm is 90.07% with 
0.879 precision, 0.911 recall, and 0.894 f-measure. The overall accuracy also confines our 
hypothesis of better learning outcomes in the e-learning environment. 
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