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An Intuitive Architecture for DIY IoT Application Composition as 
Business Process Model

	Muhammad Sohail Khan1	 DoHyeun Kim2	 Faiza Tila2 
		
Abstract

Internet of Things (IoT) and the related technologies have changed the users’ perspective 
of remote service utilization. Internet of Things is a network of billions of smart and 
connected devices, which expose their functionality in the form of sensing or actuation 
services. Currently, applications utilize those services to cater to the user’s needs. 
However, a user’s requirements are always changing which cannot be efficiently fulfilled 
by the domain specific applications. We propose the idea of using Business Process 
Modeling approach in order to enable the user to model their required processes based 
on the atomic services exposed by IoT devices. The approach requires no programming 
skills on behalf of the users so it can be used as a Do-It-Yourself (DIY) tool for the creation 
of IoT based processes. This article presents the architecture and detailed design of the 
proposed system.

Keyword: Business process modeling, Internet of Things, Architecture, DIY, Application.

1.	 Introduction

Recent years have shown the growth in business and research related to Internet of 
Things (IoT). According to IoT Analytics, by the year 2025, there will be 27.1 billion 
devices connected to the internet while currently it is around 13 billion, an unexpectedly 
low growth due to the COVID-19 pandemic and chip shortage [1]. The International Data 
Corporation (IDC) reported in in latest reports, that the IoT spending in the Asia Pacific 
region only will reach 437 billion USD till 2025 with an expansion of 9.6% as compared to 
the 2020 growth rate of 1.5% [21]. This encourages the academia and industry to strive 
for the realization of IoT vision. Several standardization efforts are underway and IoT 
architectures have been presented with a focus to standardize the way IoT systems and 
applications are developed.  

Business Process Management (BPM) has been at the center of close collaboration 
between business and IT for a long time. This popularity of the BPM solutions is mostly 
due to the standardization of diagramming language known as the Business Process 
Modeling Notations (BPMN) [2]. The initial aim of BPMN was to enable the business 
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analyst to describe a business’s desired process through a diagram and to accommodate 
the business agility through automated execution of the process model. 

Service Oriented Architecture (SOA) [3] has since been at the forefronts of BPM solution 
implementations with the promise of service reuse. Service reuse is the encapsulation of 
a system’s atomic functions as reusable service units with well-defined interfaces. These 
reusable services can provide easy and rapid integration of new composite processes 
hence making the IT to become more agile. BPMN can be utilized for more than just a 
means for business requirements gathering rather it is considered as a prominent solution 
for fast passed Industry 4.0 related process driven applications [4]. A recent survey by 
BpTrends [5] reveals that about 75 percent of the enterprises believe that BPM processes 
and technologies have helped them achieve their business goals, 73 percent reported 
an increasing interest in BPM since 2019 and 71 percent of the survey respondents 
reported the current digital transformation in the technology as the motivator towards 
BPM adoption. This indicates the importance and awareness of BPMN among businesses 
and its importance in the current technological scenario.

The current technologies in the form of sensors and actuators networks, web of things [6] 
and most of all the realization of the Internet of Things (IoT)[7] involves ever changing 
requirements and implementation within the ecosystem of resource constrained 
hardware, services and people. Until recently, accommodation of user desired change in 
applications associated with these paradigms was not easily possible due to the resource 
constraints, heterogeneous nature of the hardware and the lack of standardization in 
the communication strategies. With the recent improvements of security in REST [8], 
resource constrained protocols such as MQTT [9] and the recent CoAP [9] Protocol, a 
flexible service orientation has become possible for the things associated with IoT. 
Service composition and orchestration has been introduced to the recent developments 
in IoT and other associated paradigms.  SENSEI [10] is a business driven IoT architecture 
for the scalability of large numbers of sensors and actuators associated with Internet of 
Things. It is focused on providing services for accurate retrieval of contextual information 
and interaction with physical entities. 

MoCoSo[11] is another such project which is focused on the combination of various 
concepts such as identification of objects, contextual data and communication medium 
(Internet). The main idea is to integrate sensor networks into a larger Internet of Things. 
Systems focused towards the application of IoT in industry have also been initiated. 
Collaborative Business Items (CoBIs) project is a core project which aimed at enabling 
industrial objects such as machine parts and containers etc. to communicate with each 
other at their surroundings. This goal is achieved by making the items uniquely identifiable 
in the system and incorporating various sensors in the said items. The items exposed their 
behavior as services and the system provided an infrastructure for centralized service 
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deployment across the network. 

Most of the above projects belong to the initial era of effort towards the realization of IoT 
vision and are at least 5 to 10 years old. A more recent project is the Compose project 
[20]. This project provides an open and scalable platform infrastructure enabling easy 
creation of application based on IoT. The main theme of the project is to represent the 
Internet connected smart objects as programming entities which can be utilized to 
program larger applications. This project, however, is composed of several open source 
technologies which form a complex integrated infrastructure in order achieve its goals 
and in there somehow lacks the intuitiveness for daily life, non-programmer users that a 
DIY type of system can provide. 

Research community has embraced the potentials of a resource constrained device in the 
paradigm of business process management and hence efforts have been done to include 
things and services as part of the BPMN. In this regard, [12] provided the missing concept 
of “thing”, as presented by the main components of IoT reference model [13], by extending 
the conventional meta-models for business process modeling notations. Similarly, [14] 
proposes the extension of the business process modeling lifecycle for the integration of 
IoT in it. 

Despite the efforts to integrate IoT as part of the BPM lifecycle. Traditionally, business 
process modeling and the demand for rapid incorporation of change have always 
been based on service reuse and service composition. This practice, although proven 
effective at times, has not been always effective [4]. IoT is also not just some enterprise 
implementation of proprietary services for specific goals which can be composed upon 
to execute processes. In fact, IoT is a vast ecosystem of billions of devices which present 
themselves as atomic services on the Internet. These services must be available for 
masses to utilize for making their local solutions as well as to share them. This concept 
is also termed as the Do-It-Yourself (DIY) paradigm of development for the realization of 
IoT vision. 

This idea has been advocated my many such as [15], [16] states that the end-users should 
be part of the creation process while having the power to discover things. Similarly, [16], 
[17] suggests that the end-users should be able to discover things and control them in 
order to effectively use the application for smart environments. The vision and motivations 
of Makers Revolution [18], the advancement in DIY prototyping platforms such as 
Arduino and Raspberry Pi etc. [19] and the ongoing standardization of communication 
protocols for constrained devices are all the right steps towards inculcating DIY culture 
in masses. However, the masses may not have the skills and the ability to program these 
embedded devices for their DIY implementations especially with the growing number 
of programming languages currently being used for IoT implementations. BPM and the 
associated diagramming language may prove useful as a solution to the problem.

https://doi.org/10.51153/kjcis.v5i2.115
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BPM has always been envisioned as the tool to enable the managers and people with 
no programming skills to describe their needs and desired processes. We propose the 
utilization of BPM diagramming language for the IoT users to make their own desired 
processes and let the SOA enable those models to be executed in their environment. Our 
vision is to let the user model the process based on the available atomic services which have 
some level of composition and then integrate them with user defined rules to model their 
processes and directly execute those processes without the need to alter the underlying 
services according to the process model. Such an approach can enable the users to easily 
model and execute their desired processes and hence make IoT applications agile with 
respect to the user requirements.

This paper presents the architecture and design of the layered system for the realization of 
our vision. The rest of the paper presents a detailed description of the system architecture 
and design with the help of static and sequence models while the preliminary semantic 
model has been presented in the form of Protégé based implementation.

2	 System Architecture

Fig. 1 shows the conceptual architecture for the system. The architecture consists of four 
layers each of which performs its own functions and communicates with the adjacent 
layers through a predefined communication scheme. A brief introduction of the system 
based on each layer is provided in the following paragraphs.

The physical layer consists of things associated with the Internet of Things. These 
things are capable of sensing data from their surroundings and/or controlling certain 
phenomenon happening around them. These things can simply be termed as sensing and 
actuating devices with the capability of communication through the internet. 

The Virtual Object Layer (VOL) represents the physical layer things in the form of Virtual 
Objects. A Virtual Object (VO) is the in-system representation of a thing at physical 
layer. A virtual object encapsulates the information associated with a physical thing and 
enables the users to manipulate the VO inside the system environment, interact with it 
and through the VO interact with the environment of the physical things represented by 
the VO.

An Intuitive Architecture for DIY IoT Application Composition as Business Process Model
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Figure 1: BPM based IoT system model

The virtual objects at the virtual object layer are utilized by the Service Composition Layer 
(SCL) in order to compose Service Objects (SO) by combining the functionalities offered 
by two or more virtual objects. A simple SO may thus contain an input VO joined with an 
output stream to display the data generated by the input VO. A more complex example 
of a service object would be to join a temperature sensor VO with an LED VO with the 
settings that when temperature value exceeds 40 degrees Celsius, the LED should start 
blinking. The acquisition of the temperature value and the blinking of the LED depend on 
the functionalities encapsulated by their corresponding VOs. 

Once the SOs are created, these atomic service objects are utilized by the Business 
Process Layer (BPL) to formulate the flow of a user-desired process for a certain context. 
The business process layer utilizes the business process modeling notations (BPMN) to 
model the process based on the combination of SOs. The process flows are executed at the 
business process layer to carry out the functionality as defined by the individual service 
objects and actual interactions are carried out directly with the physical things based on 
their behavior encapsulated by their respective VOs.

https://doi.org/10.51153/kjcis.v5i2.115
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Figure 2: Static structure for virtual object manager

3. 	 Detailed Design

This section presents the design details of the layers as presented in the previous section. 
The design of each layer includes the static structures and the interaction design for 
describing the main operations at each layer. The following sub-sections present the 
design details of each layer.
 
3.1 Object virtualization

The virtual object manager is the main component at the virtual object layer. It in 
collaboration with other classes such as the File Manager, Communication Manager 
and Parser etc., provides the implementation of all the functionality associated with 
the VOL. The static structure of VOM is shown in Fig. 2. VOM is the composition of 
the local and remote interfaces classes which enables the users to input information 
related to the physical things for which they want to register virtual objects. Similarly, 
the Communication Manager uses the File Manager for retrieving the XML version of 
the virtual objects from the local file system and to send it the client application. The 
client application in this scenario would be the service composition manager. The XML 
Parser works in collaboration with the File Manager and the interfaces to convert the 
information entered by users into xml elements representing the VO and vice versa. The 
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XML Parser uses the DeviceInformation class as a template for the creation of VOs.

Fig. 3 shows the internal process of the virtual object manager in the form of a sequence 
diagram. The sequence model shows the interaction of user with the interface component 
as well as the resultant interactions in the form of messages exchange among the other 
internal components of the system in order to fulfill the user commands. The sequence 
of interactions starts when the VOM is started and all the components including the user 
interface and the Communication Manager etc. are initialized. 

 

Figure 3: Virtual object manager operation sequence
 
 The main interface provides a view for all the existing VOs so it requests the File Manager 
through the VOM to read the VO data from the XML repository. The data is parsed by 
the XML parser and the virtual object information is provided to the VOM in order to 
display it through the interface. Now the user is set to interact with the VOs through 
the interface. The VO related interactions that user can perform have been shown in the 
sequence model. The user selects a VO graphical representation and the VO information 
is displayed to the user through the view interface. The user can then choose to Edit and 
Update the VO if needed be. To save an edited VO, the information from the view interface 
is sent to the parser to convert it into proper format and the File Manager writes it to the 
XML Repository. The Delete Operation also works in the same fashion.

The Communication Manager acts as a server thread which listens for incoming 
connections from the remote client (SCM). Once is connection request is received, the 
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Communication Manager requests the VOM for VO information which is sent to the client. 
 
3.2 Service Composition

Fig. 4 shows the static structure of the Service Composition Manager. It provides the 
overview of the main classes and the relationship, associations among these classes. 
The Form, TabControl and TabPage are the .Net built-in classes which act as displayable 
window and containers for visual controls respectively. The DeviceModule class provides 
the implementation of virtual representation for the input and output virtual objects. 
This is shown by the specialization relationship between the InputModule, OutputModule 
and the DeviceModule. The actual classes representing input devices such as a Pressure 
Sensor or an output device such as an LED are derived from the InputModule and 
OutputModule classes respectively. Each of these input or ouput device representation 
classes have associated custom attributes. The DeviceModule class implements the 
IDeviceModule interface for the implementation of core properties and methods related 
to devices modules. It also implements the ICloneable interface for making the virtual 
devices clone-able. This interface is used to clone the selected module when the user 
drags a module on the canvas. 
 

  

Figure 4: SCM static structure
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Each device (VO) module such as the LED class has associated view and settings classes 
in the form of LEDView and LEDSettings classes. These classes are specializations from 
the DeviceView and DeviceSettings classes. The DeviceView class is associated with the 
WorkArea class to show the properties of a selected module in the form of Detail view 
tab in the editor. Similarly, the DeviceSettings class is a form for setting the properties or 
parameters and it is shown when a module is double-clicked in the editor's work area.
 MainProcess class acts as the main back end process and it is implemented as a singleton 
class. All the other classes use the same instance of the MainProcess through a public 
interface. It maintains a list of DeviceModule class and WorkSpace class. Space class is 
super class of the Workspace class and it uses XmlSerialization class for the conversion 
of objects to XML data for storage purposes in the memory as well as the file system. The 
Space class implements the IWorkspace and IspaceUndoRedo interfaces which contains 
the interfaces related to the storage of data space and maintenance of the current space 
by providing Undo and Redo functions respectively. 

In order to maintain information about the joins created between the input and output 
modules drawn in the functionality editor, the Space class has a list of JoinInfo class. The 
same JoinInfo class list is used by the Workspace class to know the joins associated with 
the current project. Similarly, each WorkSpace object has an object of the DeviceData 
class which uses the DeviceContents and the Contents class for representing the input 
and output modules drawn on the work area of a given service composition project. The 
DevicePanel, WorkPanel and WorkArea classes are derived from UserControl class. These 
classes are used to provide the graphical user interface for individual projects which are 
displayed as objects of the TabPageEx class as tabs in the KRBTabControl as an extended 
for of the TabControl class. TabPageEx is an extended version of the TabPage class which 
provides a close-able tabpage. The KRBTabControl is part of the MainForm class which is 
the main displayable container for visual controls and components. The Trash class is a 
graphical representation of a waste bin which works with the WorkPanel class to provide 
the functionality for deleting a module drawn on the work area of the editor.

Fig. 5 shows the sequence of steps for designing or composing a service flow using the 
service composition manager. The user starts the main GUI first and then creates a new 
project. The first part of the figure shows the sequence of interaction among various 
internal components of the service composition manager when the user initiates a 
new project. This sequence does not show the initialization of the MainProcess. It 
is assumed that the editor is already initialized and the FrmMain container is already 
displayed on the screen where the user can click the new project button to start the 
process shown in this figure. As the user clicks the new project button on the FrmMain, 
it calls the createWorkArea() function and it in turn sends CreateSpace() message to the 
MainProcess. The MainProcess then creates an object of the WorkSpace class and returns 
it back to the FrmMain. The FrmMain then adds this new WorkSpace object to the spaces 
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collection of the MainProcess and further creates an object of the WorkArea class by 
passing the newly created WorkSpace object in the message. The WorkArea class has 
an associated WorkPanel object which actually acts as the drawing canvas for the SCM. 
It also creates the input and output panels for displaying the device module blocks that 
will be used by the user to drag-n-drop to the work area for creating the service design. 
To display this WorkArea object on the FrmMain, it is added to the controls collection of 
an extended tabpage object called as TabPageEx. This tabpage object is then displayed 
as a new tab on the tabcontrol and all the toolbar controls are setup for the new project 
using the enableControls message. At this point the user is displayed with the new project 
tab where he/she can drag and drop virtual objects to create the functionality flows.
Once a new project is initialized, the user can start to “drag n drop” input and output VO 
onto the work area. As the work area has an associated WorkPanel control, the graphical 
representations for each VO dropped by the user is drawn on the panel. 

 

 Figure 5: VO to SO mapping sequence at SCL
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With each “drag n drop” on the panel, an event handler is executed which get the associated 
data of the dropped VO and creates a clone object from original one saved at the devices 
list at MainProcess. The clone object is then added to the Devices list maintained at each 
Workspace via the parent class Space. The parent class also has stack implementations 
for maintaining the Undo and Redo operations. 

 The Workspace class then creates an instance of the XmlSerialization class and calls 
the MemorySerializeCollection method with its own reference as parameter. The 
XmlSerialization class gets all the data associated with the Workspace object, converts it 
to XML format and saves it in a memory buffer as byte data. The reference to the byte data 
buffer is returned to the Workspace class. At this point, the byte data buffer is pushed into 
the Undo stack, the device list is updated and the WorkPanel is invalidated in order to 
draw the updated flow. This sequence is repeated for every new device module dropped 
onto the WorkPanel by the user. One thing is to be noted that each device module can be 
dragged to the WorkPanel only once in a project. This is an initial policy for the simplicity 
of the created flows and may be changed later on.
 

Figure 6: Static structure for business process design manager

The user can join an input device module to any number of output modules. As shown in 
the sequence, the user has to click and press the left mouse button on an input VO that 
is already drawn on the WorkPanel. If the user moves the mouse while the left button 
is pressed, the WorkPanel calls a static method of the JoinInfo class to get the starting 
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position from which the join should be drawn. To draw the join, a Bezier line is drawn 
from the starting point of the join to the mouse pointer. If the mouse pointer enters an 
output VO area, the static method is called again to calculate the end position of the join 
and the join is displayed on the WorkPanel. If the user releases the mouse button at this 
moment then the joinInfo object is created with the input and output device modules' 
information and the object is added to the Joins list maintained by the Workspace object. 
Otherwise, the drawn line is deleted. Once a join is created, the user can double click 
the join or the individual VO to set the behavior i.e. select an available function for the 
associated physical thing, and set other parameters. This data is saved as part of the SO in 
the form of JoinInfo and thus a complete SO is generated by combining input and output 
VOs.
 
3.3 Process Modeling

Fig. 6 shows the static structure of the main components at the business process layer. As 
the aim of the business process layer is to utilize the service objects created at the service 
composition layer and present them to the user in the form of business process modelling 
notations, the most important component at this layer is the business process design 
manager. It includes a BPM editor which is the main window containing the Toolbar, the 
Toolbox and the DesignerCanvas. The Toolbar is the component panel which is derived 
from the itemControl class. This panel is populated by the visual representations of the 
business process modeling notations in correspondence with the service objects acquired 
from the service composition layer.
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Figure 7: SO to process mapping and execution
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The Toolbar component implements the basic drawing commands and operations which 
are required by a user for performing drag and drop designing. These commands include 
do, undo operations, copy, paste operation, group and ungroup operations etc. The 
connection class and its associated ConnectionAdorner class are used to draw connecting 
lines between the BPMN items representing the sequence of flow among process steps.
Fig. 7 shows the sequence of operation at the business process layer. The operations at 
business process layer include the acquisition of SOs from the service composition layer, 
mapping them into business process modeling notations for the user to convert them 
into a process model and finally to execute the process. The figure shows that the SCM 
communication manager listens for connection requests from the BPM editor, the main 
component at the business process layer. Once the connection is successfully established, 
the available Service Objects (SOs) from the SO repository at the service composition 
layer are acquired in the form of XML info objects and sent to the business process layer. 
The acquired SOs are then parsed through an XML parser presented to the user as business 
process modeling notations. The user then creates the process model by visual drag and 
drop operations applied to the visual representations of business process model notations. 
The user draws the process components and connects them via the connection notation 
along with the operational rules or conditions applied for the transitions between steps. 
When the process model is complete, a process object is created. The process object is a 
deployable entity which is deployed via the Deployment Engine at the business process 
layer.

The deployed process object is converted into a sequence of operations based on the 
services which compose the service objects of the said process. The deployment engine 
interacts with the services as part of the process object. The data is acquired from the 
services, evaluated against the user set conditions/rules and the actuating services are 
executed as a result. The process object is run as a separate thread so multiple process 
objects can be executed simultaneously.
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 Figure 8: Semantic entities as part of the IoT application composition system

4. 	 Semantic Modeling
This section provides the semantic modeling for the proposed system. The semantic 
models are used to allow a system to understand various concepts in the system’s 
operation and enable the system to infer extra knowledge by reasoning based on the 
provided information and rules. Given below is a protégé based implementation of the 
conceptual semantic entities and the relation among those entities. 

4.1. Protégé Implementation

Thing is the base concept in the implementation of Internet of Things as well as in the field 
of semantics. Fig. 8 shows the core entities of the proposed system as part of the semantic 
model which is derived from the based class ‘Thing’.  The semantic entities provide basic 
information in terms of specialization and generalization of entities. The relations are 
normally represented as ‘is-a’ relation. 
. 
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 Figure 9: Object properties specifying semantic relations between

Figure 10: Protégé based semantic model for the proposed system

Fig. 9 provides a snapshot of the protégé object property tab. A list of the object properties 
defined based on the semantic entities has been shown on the left of the figure. These 
properties define relationships between various entities of the semantic model by 
specifying these entities as the domain and range of the properties. For example, the 
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VO_Represents object property specializes into two properties for the input and output 
VO concepts. The domain and range for generalized property has been specified to be 
the Virtual_Object and IoT_Resource entity respectively, providing the idea that a virtual 
object is a representation of an IoT resource. The specialization of the same object 
property then further divides this association between the input and output resources
The semantic model is the combination of semantic entities, relations among those 
entities and inference rules.  Fig. 10 shows the semantic model for the proposed system 
as visualized by the protégé. Although the semantic model is still incomplete and further 
work is being done, it can provide semantic reasoning capabilities to the proposed 
system and based on the semantic inference, the system would be able to provide useful 
suggestions to the user while composing services as well as creating IoT applications 
through the BPM Editor.

4. 	 Discussion:
The main focus of the architecture is the enablement of the end-users, with no or limited 
programming skills, to compose services/applications as per their own requirements 
with the help of the generic BPM notations. It is a layered architecture, which means 
that each layer can act on its own and only communicates with the upper or lower 
layers via well-defined interfaces. The layered architecture provides separation of 
concerns and avoid overburdening the constraint IoT devices. IoT devices exposes 
their functionalities as atomic services which are represented as virtual objects. These 
virtual object representations can then be grouped at the virtual object layer which 
makes the architecture scalable and the same can be achieved with the upper layers. 
The architecture can efficiently handle the security issues as well with the help of the 
separation of concerns. No user except the owner of the physical device is allowed to 
directly access and/or modify it. The users can only access virtual objects and service 
objects from different layers to fulfil their requirements and ultimately compose their 
own applications/services with the help of a generic drag and drop mechanism. 
The only drawback of the layered architecture as evident from relevant literature is the 
performance degradation. When a message needs to pass through multiple layers in 
order to get across to the intended receiver, the extra translations and conversions at 
each layer degrades the overall performance. The future direction of the study is develop 
a prototype based on the presented architecture and test the performance at each layer 
and the performance of the composed services/applications. 

5. 	 Conclusion
This paper presented the idea of the utilization of business process modeling approach as 
a DIY tool for the IoT end users to design and execute IoT processes at IoT infrastructure. 
The IoT infrastructure may be in the form of a localized smart home or a more distributed 
implementation in the form of an agricultural IoT system. The paper visualizes the 
presented idea in the form of a layered architecture which consists of the physical layer, 
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service composition layer and the business process layer. A detailed description of the 
layered architecture and design detail of the layers has been presented in this paper. A 
brief description of the semantic model has also been presented. The development of the 
system is underway and a prototype implementation based on CoAP devices and services 
will be completed in the next phase of the development. 
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Abstract

IGeographical distance is one of the most critical communication challenges in global 
software development projects; that significantly affects the projects' quality, cost, 
and schedule. Thus, it leads the project toward failure. Mitigation practices may help 
organizations overcome geographical distance challenges. In the past, the authors of 
this study conducted a systematic literature review to identify the geographical distance 
challenges and their relevant mitigation strategies to propose a conceptual framework. 
It is difficult to explain the exact relationship between geographical distance challenges 
and mitigation strategies without empirical analysis. Therefore, the main objective of this 
study is to empirically evaluate the proposed conceptual framework and to analyze the 
impact of identified mitigation strategies on geographical distance risks. The finding of 
this study shows that different mitigation strategies have a significant impact on different 
geographical distance risks with a p-value<0.01. Based on the results, this research 
can help software organizations to tackle geographical distance challenges by using 
appropriate mitigation strategies to reduce the software project's failure rate.

Keyword: Communication Challenges, Global Software Development, Distributed 
Software Development, Empirical Evaluation, Geographical Distance Risks, Mitigation 
Strategies.

1.	 Introduction

Over the last decade, many software organizations around the globe have started 
adopting global software development (GSD) due to its profound benefits such as low 
development cost and time, access to cheap skilled labor, etc. [1], [2]. GSD is carried out 
by knowledge team members in different geographical locations worldwide to develop 
commercially competitive software for organizations [3]. While working globally, GSD 
proved beneficial for software organizations [4].  Many developing countries including 
India, Afghanistan, Thailand, and Pakistan contribute to GSD activities to create a product 
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for global market within quality, budget, and schedule constraint [5]. As a result, GSD has 
become an emerging paradigm for developing the software system in the IT industry.
Despite these benefits, organizations are facing several challenges in GSD as well. The 
Communication challenge, the most critical one [1], is the primary cause of software 
project failure [2]. There are three type of communication challenges that threaten the 
incentives of the GSD. These challenges are Geographical distance, Temporal distance, 
and Cultural distance [1]. Temporal distance is the time zone difference between teams 
working at the distributed location. Cultural distance is the understanding of language, 
religion, and organizational culture of other team members working at remote locations, 
and geographical distance is defined as “effort required for one team member to visit 
another.” Geographical distance risks occur because of the dispersion of team members 
over several distant locations [1],[6]. Among these communication risks, geographical 
distance is the most significant risk [6],[7],[8]. It has a ripple effect on other challenges 
such as cultural and temporal distance [9]. It causes delays and misunderstandings 
among distributed team members [10] because the amount of the information provided 
to dispersed team members is limited. Therefore, it is necessary to look for mitigation 
strategies to reduce the potential impact of these risks [11]. A few researchers also 
proposed different mitigation strategies to address geographical distance challenges 
[11],[12],[13].

Some of the effective communication strategies that will help reduce the negative 
impact of geographical distance issues are traveling between sites [14], Promoting 
informal communication [11], and Synchronous communication is, the most probable 
solution to alleviate the negative impact of communication risk. As team members have 
limited opportunities to meet face to face, usage of synchronous devices helps reduce 
misunderstandings between dispersed teams.

The author in [1] discusses communication issues and proposes a conceptual framework, 
but mitigation strategies are not discussed, and the framework is not empirically validated. 
In the study [8], the author gives strategies to address geographical distance challenges, 
but these guidelines are not empirically validated. The author in [15] identifies challenges 
posed by geographical distance and their relevant mitigation strategy through SLR and 
proposes a conceptual framework. However, to the best of our knowledge, no empirical 
study has been performed to evaluate the framework and analyze the impact of mitigation 
strategies on geographical distance issues. Therefore, the lack of empirical investigation 
leads to a gap in the existing literature. To fill the gap, the authors of this study proposed a 
conceptual framework in the past, and in this study, the proposed conceptual framework 
is empirically validated by small and medium-sized (SMEs) GSD organizations of Pakistan.
The remaining section of this paper is organized as follows: In section 2 literature review 
is discussed, and section 3 discusses the research methodology, Section 4 discusses the 
result, and discussion of the current study is provided in section 5, Finally, in section 6 the 
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conclusion and future work are discussed.

2.          Literature Review
In the study [12], authors conducted an SLR to identify communication risks and discuss 
general solutions to overcome these challenges. In [7], authors surveyed to determine the 
effect of geographic distance on software development organizations. The survey results 
show that geographic distribution damages information sharing and communication 
channels among distributed software organizations. Another study conducted an SLR to 
identify risks for communication and provide solutions to overcome those challenges. 
However, the author did not propose any framework, and empirical evaluation was 
not performed[9]. Moreover, in [13], Communication risks and mitigation strategies 
during requirement change management in GSD are identified. The framework is also 
proposed, but the framework is not empirically validated. Furthermore, the author in 
[11] prioritized geographical issues and mitigation strategies with the help of the ANP 
algorithm. The author in [16],conducted an SLR to find out communication risk and 
mitigation strategies for the requirement engineering process in GSD. An author in [15], 
conducted a systematic literature review and identify eight issues that are caused by  
geographical distance and their relevant mitigation strategies. After that a conceptual 
framework is proposed. However, the framework is not empirically validated.  
According to results of SLR, conducted in [15], most of the studies discuss that geographical 
distance risk is the most significant communication risk as compared to other risks [6], 
[7], and [8]. In a nutshell, we did not find any study that empirically evaluated the impact 
of mitigation strategies on geographical distance challenges in the GSD context. Table 1 
shows a summary of the literature review. 

Table 1: Summary of Literature Review

3.	 Research Methodology

This section explains the research methodology of the current study. The Overall research 
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design is shown in Figure 1. Given below are the steps used to conduct the study.

A.	 Systematic Literature Review  
         
In our previous study, SLR was conducted to extract geographical distance issues for 
communication and their relevant mitigation strategies from literature. A total of eight 
geographical distance issues were identified and nine common strategies were extracted 
for their respective risks. These mitigation strategies resolve more than one issue. After 
competing SLR a conceptual framework was proposed [15].  Figure 2 shows the proposed 
conceptual framework.

The proposed conceptual framework is a second-order formative model. To evaluate the 
proposed conceptual framework, suggested formative measures were applied. There 
are two-second order formative constructs, i.e., Mitigation practices for geographical 
distance issues in GSD and Geographical Distance issues. Both second-order constructs 
are further composed of 8 different first-order constructs. Each first-order construct has 
unique properties different from others, so removing any item is omitting a part of the 
construct.

Figure 1: Research Methodology
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B.	 Hypothesis Development

Following the proposed conceptual framework, a total of 9 hypotheses are hypothesized 
and given below.
H1: Lack of trust mitigation strategies (MSLOT) positively impacts geographical distance 
issues in GSD.
H2: Lack of team cohesiveness mitigation strategies (MSLOC) positively impacts 
geographical distance issues in GSD.
H3: Lack of informal communication mitigation strategies (MSLFFM) positively impacts 
geographical distance issues in GSD.
H4: Lack of interpersonal relationship mitigation strategies (MSLIC) positively impacts 
geographical distance issues in GSD.
H5: Loss of communication richness mitigation strategies (MSLIR) positively impacts 
geographical distance issues in GSD.
H6: Communication frequency reduced mitigation strategies (MSLCR) positively 
impacting geographical distance issues in GSD.
H7:  A Communication effort increase mitigation strategy (MSCEI) positively impacting 
geographical distance issues in GSD.

Figure 2:  Conceptual Framework for Geographical Distance Issues and their 
Mitigation Strategies in GSD
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H8: Lack of face-to-face meeting mitigation strategies (MSLCFR) positively impacts 
geographical distance issues in GSD.
H9: Mitigation practices have a positive impact on geographical distance issues.

C.	 Empirical Analysis of Conceptual Framework

This section, presents the empirical analysis of the conceptual framework. 

Measure and Procedure for Data Collection 

A quantitative research method was used in this study to investigate the geographical 
distance issues in GSD. A closed-ended questionnaire was developed and used to obtain 
GSD-based organization’s data to evaluate and test the conceptual framework. The 
questionnaire consists of 3 main sections shown in Figure 3. The ordinal scale is used to 
understand the relative rank of variables. The option include in scale are starting from 
0 = “No contribution at all", 1= “slightly contributive", 2 = “Moderately contributive", 
3= “Noticeably contributive", 4 = “Very contributive”, 5 = “Extremely contributive". To 
access the reliability, readability, validity and accuracy of questionnaire content validity, 
face validity was carried out by 2 experts. After a reliability analysis of the questionnaire 
pilot study was performed.  It was a small-scale study that was used to examine the plan 
and strategies of the study. The questionnaire was distributed online using the LinkedIn 
platform to 30 people employed in the GSD organization of Pakistan. Statistical package 
for social sciences (SPSS) version 21.0 is used to test data gathered from a pilot study. 
Based on the answer of respondents, the questionnaire was further modified.

Fig

Figure 3: Survey Design

1).	 Participants

After pilot study the convenience sampling technique was used in this research study 
because all organizations in Pakistan are not GSD-based. Only GSD-based organizations 
have been targeted for data collection. Data was collected from April 11 to May 7, 2021. 
The survey was distributed online using the LinkedIn platform to 400 people, out of which 
212 people replied and filled the survey. A total of six questionnaire were discarded as 
they were not filled correctly. A total of 206 responses received, yielding a 51 percent of 
response rate in final study.

The Impact of Mitigation Strategies on Geographical Distance Issues in GSD: An Empirical Evaluation
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2).	 Data Analytical Approach

After the Cronbach's alpha test, correlation analysis, we used the PLS-SEM method to 
test the hypotheses as it helps to analyze second-order formative construct. The PLS-
SEM method consists of two sub-model, i.e., the structural and measurement model. The 
structural models show the relationship between dependent and independent variables. 
On the other hand, the measurement model depicts the relationship between variables 
and data collected with the help of a survey [17].

4.	 Result of an Empirical Analysis

This section presents the finding of the empirical investigation. We examined each 
hypothesis and also analyzed its outcome.

1).	 Demographic Profile of Respondent

The suggested sample for PLS-SEM use is 200 or above [18]. Therefore, a total of 206 
responses were collected in this research study. Table 2 lists respondent's demographic 
information.

Table 2: Summary of Respondent demographic information

Demographics	 Respondent	 Frequency	 Percentage
Gender	 Male	 198	 96.1% 
	 Female	 8	 3.9%		
Total	 -	 206	 100%
Education 	 Diploma	 0	 0 
	 Bachelor’s 	 152	 73.8% 
	 Master’s	 54	 26.2%
Total	 -	 206	 100%
Work experience	 1-4 years	 134	 65% 
	 5-9 years	 48	 23.3% 
	 More than 10 years	 24	 11.7%
Total	 -	 206	 100%
Role	 Developer	 130	 63.1%	  
	 Analyst	 3	 16% 
	 Tester	 33	 5.9% 
	 Test Manger	 12	 10.2% 
	 Project Manager	 21	 0 
	 Designer	 0	 0.4% 
	 EO	 1	 2.9% 
	 Others	 6	 1.5%
Total	 -	 206	 100%
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No of employees	 Between 10-25	 13	 6.3% 
	 Between 26-50	 6	 2.9% 
	 Between 51-100	 21	 10.2% 
	 Between 100-250	 166	 80.6%
Total	 -	 206	 100%

1).	  Reliability Analysis of Questionnaire

Cronbach alpha test was applied to test the reliability of the questionnaire i,e. to check 
internal consistency among the variable of the questionnaire. According to [18], the 
minimum value of 0.6 is acceptable. Table 3 shows the results of the Cronbach alpha test.

Table 3: Cronbach Alpha Result 

	 Construct	 Items	 Cronbach Alpha
	 MSLOT	 7	 0.875
	 MSLOC	 2	 0.620
	 MSLIC	 5	 0.862
	 MSLIR	 2	 0.668
	 MSLCR	 2	 0.660
	 MSCEI	 2	 0.673
	 MSCFR	 2	 0.68
	 MSLFFM	 6	 0.881

2).	 Correlation Analysis

In this section, correlation analysis among the construct was analyzed and discussed. 
Correlation analysis was conducted between dependent and independent variables using 
SPSS before performing PLS-SEM analysis. According to [19], for correlation analysis 
coefficient value must lie between +1 and -1. If the value of correlation is greater than 0.8, 
then a strong correlation exists between variables [20]. Table 4 summarizes the proposed 
conceptual framework's correlation analysis among independent and dependent 
variables. According to the results, a strong correlation exists between variables. Because 
of that, the estimated level of collinearity is very high. Collinearity is a serious threat 
in a formative model. In the formative model, there should be no high intercorrelation 
between variables. High collinearity between variables affects the significance of overall 
results [21]. According to [22], the acceptable value of collinearity should be less than 3.3.
After analyzing our model by using WarpPLS version 6.0, the collinearity between variables 
is 7.041. Because of that overall significance of the result has been compromised. To test 
the framework and to check the impact of independent variables on dependent variables, 
we split a conceptual framework into eight models and checked the significance of each 



KIET Journal of Computing & Information Sciences [KJCIS] | Volume 5 | Issue 229

DOI:10.51153/kjcis.v5i2.123

mitigation strategy against their relevant geographical distance issue.  These Models are 
shown in Figures starting from 4, to 11.

Table 4: Correlation Analysis

	 GDI	  MS LOT	 MS LOC	   MS LFFM	   MS LIC	 MS LIR	   MS LCR	 MS CEI	    MS CFR
GDI	 1								      
MSLOT	 0.901**	 1							     
MSLOC	 0.803**	 0.780**	 1						    
MSLFFM	 0.915**	 0.844**	 0.781**	 1					   
MSLIC	 0.906	 0.785**	 0.687**	 0.855**	 1				  
MSLIR	 0.839	 0.781**	 0.704**	 0.782**	 0.770**	 1			 
MSLCR	 0.815	 0.724**	 0.739**	 0.740**	 0.705**	 0.741**	 1		
MSCEI	 0.847	 0.758**	 0.631**	 0.771**	 0.777	 0.743**	 0.717**	 1	
MSCFR	 0.615	 0.455**	 0.396**	 0.475**	 0.517	 0.494**	 0.438**	 0.568**	 1
** Correlation significant at 0.01 level

Figure 6: Model for MSLIC
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Figure 7: Model for MSLIR
 

Figure 8: Model for MSLCR
 

Figure 9: Model for MSCFR

 
Figure 10: Model for MSCEI
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Figure 11: Model for MSLFFM

4).	    Model Assessment

PLS-SEM was applied in this study. Initially, to describe the accuracy and authenticity of 
the construct measurement model was accessed. Then, a structural model was accessed 
that describes the significance of the relationship or association between the constructs.

A.       Assessment of Measurement Model

PLS Mode B algorithm is more suggested for formative measurement assessment [22]. 
Therefore, the PLS Model B algorithm was used in this study. Firstly, the variance inflation 
factor (VIF) is used to evaluate the construct's validity. After that R-square, beta coefficient, 
loading, weight and P-value was acquired.

•	 VIF is acceptable if its value is less than 5 and ideal if, its value is less than 3.3 [21].
•	�� Loading, weight, VIF, full collinearity, and significant level of items was accessed to 

check the reliability of the formative construct.
• 	 All items were acceptable if their loading value is greater than 0.5 [21].
• 	 “R-Square represent the percentage of variance in independent variable caused 

by dependent variable “[23].
• 	 Beta value compare the strength of each individual variable on dependent variable. 

The higher the value of beta coefficient the higher is the effect [23]. 
• 	 P-value shows relationship significance if its value less than 0.05. We can say that 

relationship among variables is significant [23].

Table 5 shows the result for measurement model assessment. Items(column) represent 
list of all mitigation’s strategies against each issue. Evaluation of the measurement model 
indicates that all constructs are statistically significant.
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Table 5: Evaluation of Formative Measurement Model

Construct	 Items	 Loading	 Weight	 Significance	 Full-	 Beta	 R-	 VIF 
					     Collinearity		  square	

MSLOT	 M1LOT	 0.491	 0.042	 <0.01	 1.380	 0.53	 0.28	 1.328
	 M2LOT	 0.832	 0.362	 <0.01				    1.921
	 M3LOT	 0.862	 0.347	 <0.01				    2.471
	 M4LOT	 0.800	 0.172	 <0.01				    3.112
	 M5LOT	 0.571	 0.241	 <0.01				    2.306
	 M6LOT	 0.795	 0.136	 <0.01				    3.121
	 M7LOT	 0.852	 0.318	 <0.01				    2.961
MSLOC	 M1LOC	 0.961	 0.801	 <0.01	 1.625	 0.63	 0.39	 1.330
	 M2LOC	 0.719	 0.321	 <0.01				    1.330
MSLFFM	 M1LFM	 0.803	 0.281
	 <0.01	 2.307	 0.75	 0.57	 1.817
	 M2LFM	 0.669	 0.245	 <0.01				    1.344
	 M3LFM	 0.869	 0.286	 <0.01				    2.945
	 M4LFM	 0.820	 0.188	 <0.01				    2.500
	 M5LFM	 0.774	 0.240	 <0.01				    2.046
	 M6LFFM	 0.781	 0.029	 <0.01				    2.887
MSLIC	 M1LIC	 0.790	 0.274	 <0.01	 1.858	 0.68	 0.46	 2.175
	 M2LIC	 0.682	 0.201	 <0.01				    2.514
	 M3LIC	 0.857	 0.373	 <0.01				    2.389
	 M4LIC	 0.849	 0.414	 <0.01				    2.019
	 M5LIC	 0.773	 0.322	 <0.01				    1.699
MSLIR	 M1LIR	 0.897	 0.581	 <0.01	 1.875	 0.70	 0.48	 1.506
	 M2LIR	 0.881	 0.544	 <0.01				    1.506
MSLCR	 M1LCR	 0.741	 0.428	 <0.01	 2.062	 0.72	 0.52	 1.217
	 M2LCR	 0.922	 0.741	 <0.01				    1.217
MSCEI	 M1CEI	 0.866	 0.529	 <0.01	 1.713	 0.65	 0.42	 1.456
	 M2CEI	 0.899	 0.603	 <0.01				    1.456
MSCFR	 M1CFR	 0.937	 0.861	 <0.01	 1.515	 0.59	 0.34	 1.049
	 M2CFR	 0.542	 0.356	 <0.01				    1.049

B.         Assessment of Structural Model

To evaluate the structural model, hypotheses of the proposed conceptual framework 
were tested, and the significance of the construct was evaluated using WarpPLS version 
6.0. The acceptable p-value is <0.05. Table 6 shows the assessment of the structural 
model. The table shows that lack of trust (LOT) mitigation practices has a significant 
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impact on geographical distance issues with a p-value less than 0.01. Moreover, lack of 
team cohesiveness (LOC) mitigation practices significantly impacts geographical distance 
issues with a p-value less than 0.01. The Lack of face-to-face meeting (LFFM)mitigation 
practices significantly impacts geographical distance issues with a p-value less than 0.01.
Similarly, Lack of informal communication (LIC) mitigation practices significantly 
impacts geographical distance issues with a p-value less than 0.01. Lack of interpersonal 
relationship (LIR) mitigation practices significantly impacts geographical distance issues 
with a p-value less than 0.01. Also, Loss of communication richness (LCR) mitigation 
practices significantly impacts geographical distance issues with a p-value less than 0.01. 
Moreover, Communication effort increase (CEI) mitigation practices significantly impact 
geographical distance issues with a p-value less than 0.01. Communication frequency 
reduced (CFR) mitigation practices significantly impact geographical distance issues with 
a p-value less than 0.01. Overall, mitigation practices significantly impact geographical 
distance issues with a p-value less than 0.01. The hypotheses proposed in the Hypothesis 
development section are supported and approved based on the results. 

The more the organization uses these mitigation strategies in their GSD projects, the 
negative impact of issues will be reduced.	

Table 6: Evaluation of Formative Structural Model

Hypothesis Testing	 P-value	 Results
H1: MSLOT LOT	 <0.01	 Supported
H2: MSLOC LOC	 <0.01	 Supported
H3: MSLIC LIC	 <0.01	 Supported
H4: MSLIR LIR	 <0.01	 Supported
H5: MSLCR LCR	 <0.01	 Supported
H6: MSCFR CFR	 <0.01	 Supported
H7: MSCEI CEI	 <0.01	 Supported
H8: MSLFFM LFFM	 <0.01	 Supported
H9: MS GDI	 <0.01	 Supported

5.	 Discussion

In the current study, it has been observed that communication between distributed team 
members is hampered because of geographical distance risks. Geographical distribution 
influences the essence of team interactions and provides fewer opportunities for 
spontaneous interaction and team knowledge acquisition. Communication among 
dispersed team members becomes more complex as geographical distance increases. In 
our previous study [15], a conceptual framework was proposed, which was formative 
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and empirically evaluated in this study. For empirical evaluation, a survey was conducted 
in which more than 200 participants from GSD SMEs participated.
PLS_SEM is used to perform statistical analysis. According to the result of correlation 
analysis shown in table 4, a strong correlation exists between variables (r>0.85); because 
of that, the estimated level of collinearity is very high. Collinearity is a severe threat in 
a formative model, as in formative model, there should be no intercorrelation between 
variables. High collinearity between variables affects the significance of overall results. 
After analyzing our model using WarpPLS version 6.0, the collinearity between variables 
is 7.041. Because of that overall significance of the result has been compromised. To test 
the framework and check the impact of independent variables on dependent variables, 
we split it into eight models and check the significance of each mitigation strategy against 
their relevant geographical distance issue. Nine hypotheses were developed to examine 
the impact of independent variables on dependent variables. Hypothesis testing was done 
with the help of PLS-SEM. Initially to check authenticity and accuracy of each construct 
measurement model was accessed. To describe the significance of relationship between 
dependent and independent variable structural model was accessed. There result is 
shown in, table 5 and table 6. Each hypothesis is addressed and discussed separately, 
which is given below.
• H1
LOT is the leading risk that affects communication in GSD. Mitigation practices help to 
reduce the potential effect of these issues. The beta value for MSLOT is obtained as 0.53, R 
square is 0.28 with items loading greater than 0.5. The P-value of the overall construct is 
less than 0.01, which is statistically significant. This implies that MSLOT helps to minimize 
LOT issues in the GSD environment. Therefore, H1 is supported in this research.
• H2
The relationship between mitigation strategies and LOC issues could be shown by beta 
value, and R-square value obtains as 0.63, 0.39 with items loading greater than 0.5. The 
P-value for construct is <0.01 (<0.05), showing the significant impact of MSLOC on LOC 
geographical distance risk. Therefore, H2 is supported in this research based on the above 
relationship result. 
• H3
The beta value and R-square value of MSLIC are obtained as 0.68 and 0.46, with items 
loading >0.5. The obtained p-value <0.0.1 (p <0.05), which shows a positive impact of 
MSLIC on the LIC issue. Therefore, H4 is supported in this research.
• H4
The relationship between mitigation strategies and LIR issues could be shown by beta 
value and R-square value obtained as 0.70 and 0.48 with items loading greater than 0.5. 
P-value is obtained as <0.01 (<0.05), which shows significance. Hence, H6 is supported 
in this research.
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• H5
The relationship between mitigation strategies and LCR issues could be shown by beta 
value and R-square value obtained as 0.72 and 0.52 with items loading greater than 0.5. 
P-value is obtained as <0.01 (<0.05), showing the significant impact of MSLCR on LCR. 
Therefore, result H5 is supported in this research based on the above relationship.
• H6
The relationship between mitigation strategies and CFR issues could be shown by beta 
value and R-square value obtained as 0.59 and 0.34 with items loading greater than 0.5. 
P-value is obtained as <0.01 (<0.05), showing the significant impact of communication 
frequency reduced mitigation strategies on CFR geographical distance risk. Therefore, H8 
is supported in this research.
• H7
The beta value and R-square value of MSCEI were obtained as 0.65 and 0.42, which show 
a positive impact of mitigation strategy on a dependent variable with items loading 
greater than 0.5 with a p-value <0.01 that show a significant relationship. Therefore, H7 
is supported in this research.
• H8
According to the result, the beta and R-square values were obtained as 0.75 and 0.57, 
showing a positive impact of MSLFFM on LFFM risk. As LFFM is one of the important 
risks that cause GSD communication issues, it is necessary for the organization to choose 
a suitable mitigation strategy to cope with this issue. The loading value of all MSLFFM 
items is greater than 0.5. The significant impact of lack of face-to-face mitigation strategy 
on the LFFM issue was shown by p-value <0.01. Hence, H3 is supported.
• H9
To check the impact of mitigation strategies on geographical distance issues, hypothesis 
H9 was tested. The result shows that p-value is less than 0.01, which shows the significant 
impact of mitigation strategies on geographical distance issues. Hence, based on the 
above relationship, result H9 is supported in this research.
Travel between sites help team members to know each other, their culture and have 
informal communication and, to maintain trust among them. mitigation strategy alleviates 
the lack of face-to-face communication issue though socialization and create a feeling 
of team-ness. Social interaction among teams help to reduce interpersonal relationship 
issue and help to establish trust. Synchronous and asynchronous communication among 
team members help to reduce lack of face to face and informal communication issue. 
Trust-building takes time usually require frequent communication between parties. This 
strategy helps resolve any misunderstanding that might occur because of cultural and 
language diversity among dispersed team members. It also helps to develop team cohesion, 
interpersonal relationships among team members, which results in the improvement of 
informal communications among teams. Promote informal communication mitigation 
strategy is helpful to improve cohesion and interpersonal relationship among teams. In 
a GSD environment, informal communication can be done with the help of asynchronous 
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and synchronous communication channels. The remote team must communicate with 
each other and share their best practices, expertise, and knowledge by using efficient 
communication tools. This strategy is helpful to prevent the chance of schedule delays 
and to resolve cuticle problems which result in building trust among teams, to increase 
communication among team members, encourage effective use of groupware applications 
such as project management tools, wiki, Mendeley, drop box, Microsoft exchange etc.
In a nutshell, the current study contributes to the empirical evaluation of mitigation 
strategies for geographical distance risks. Moreover, the frameworks and their hypothesis 
has been tested that specify the impact of mitigation strategies on geographical distance 
risks. The survey is conducted from small and medium-size GSD organizations of Pakistan. 
These organizations made the project for the global market. Because of the distance 
involved, they face the same issues as other international GSD organizations face. The 
results of the study will be helpful to overcome the geographical distance risks that cause 
communication issues in the GSD environment, and it ultimately reduces the failure rate 
of a software project in Pakistan.

6.	 Conclusion and Future Work

GSD practice has been increasingly emerging in the software industry in recent years. 
Existing literature has observed that geographical distance is a crucial risk that hinders 
GSD projects' communication and leads projects toward failure. The geographic distance 
between dispersed teams cannot be reduced, but the potential effect of these risks can 
be minimized by applying different mitigation strategies. In a previous study, an SLR 
was conducted to identify geographical distance issues and their relevant mitigation 
strategies, and a conceptual framework was proposed but not empirically validated. 
In this study, an empirical evaluation is performed. An online survey is conducted from 
the small and medium-sized GSD-based organizations of Pakistan to gather data and 
validate the hypothesis of the framework. As correlation among variables is pretty much 
high (>0.80), and collinearity is 7.041. So, to test the framework, we split it into eight 
frameworks and tested each mitigation strategy against its relevant issue. The finding of 
our study shows that all mitigation strategies have a significant impact on geographical 
distance issues with a p-value less than 0.01. So, we conclude that if organizations use 
mitigation strategies, the effect of geographical distance challenges will be reduced, 
and the study's finding is helpful in avoiding software project failure that occurs due to 
geographical distance risks.

In the future, an Analytic network process algorithm (ANP) can be used to prioritize 
the most critical strategy and geographical distance challenges. Moreover, a survey is 
conducted among small and medium-sized GSD organizations.

Like all other studies, this study also has a few limitations. The result of the study cannot 
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be generalized. Therefore, to generalize the results, it is recommended to conduct a 
similar study in some other countries.  A few other electronic databases can be included 
in further studies to identify more issues and relevant mitigation strategies. The survey 
can also be conducted on the respondents of large GSD organizations in the future. In 
addition, the Analytical Hierarchical Process (AHP) approach may help the software 
industry prioritize the issues and mitigation strategies. 
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Table 7:   List of Mitigation Strategies and Risks
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Abstract

One of the most active areas of research in the software engineering community is defect 
prediction. The gap between data mining and software engineering must be bridged to 
increase the rate of software success. Before the testing phase, software defect prediction 
predicts where these flaws will occur in the source code. Methods for predicting software 
defects are widely used to investigate the impact area in software using various techniques 
(clustering, statistical methods, neural networks, and machine learning models). The 
goal of this research is to examine various machine learning algorithms for predicting 
software defects. There have been many fault prediction techniques introduced, but no 
single technique or approach can be used for all types of datasets. To achieve maximum 
accuracy, different machine learning algorithms such as Bayesian Net, Logistic Regression, 
Multilayer Perceptron, Ruler Zero-R, J48, Lazy IBK, Support Vector Machine, Neural 
Networks, Random Forest, and Decision stump were used to uncover the largest subset 
of defects that could be predicted. This research concern is to find out defects using five 
NASA data sets JM1, CM1, KC1, KC2, and PC1. Logistic Regression has been shown to have 
the best output compared to others (93%).

Keyword: Software Defects, Machine Learning, Defect Prediction, SVM, Techniques.

1.	 Introduction

D effects designate unexpected performance of software system in return of user’s given 
requirements. This abnormal behavior is usually found by the software tester in the phase 
of software testing marked as a defect. A software defect is also known as “Imperfection 
in the process of software development that usually causes software failure that could 
not meet the user’s desired expectation.” A defect is some deficiency or flaw in a software 
process or product. Because of an error, fault, or failure. The paradigm defines “error” as 
a human activity that promotes improper outcomes, and “defect” as a wrong choice that 
results in erroneous outcomes for a solution to the problem[1].

A software defect is about a condition where a software system or product could not meet 
software requirements or user’s requirements, software having defects will be a failure. 
1University of Agriculture Faisalabad, Pakistan | writetoazamkhalid@gmail.com
2University of Agriculture Faisalabad, Pakistan | m.nouman909@gmail.com
3University of Agriculture Faisalabad, Pakistan | ahsanrehman41@gmail.com
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Defects occur because of unusual or abnormal behavior of software or system. Unusual 
or abnormal behavior of software is directly proportional to software and as well it also 
affects customer requirements[2]. Since the major goal of testing the software in SDLC 
(software development life cycle) is to detect defects as soon as feasible, the team of 
software testing generally put the load on the testing phase to make sure that all defects 
are highlighted or found successfully, after the identification of defects and fix these 
defects in software testing phase by developers of software. Software defect existence 
influenced software reliability, software quality, and as well software maintenance price. 
It is impossible to achieve defect-free software, even the software testing process is 
put strictly just because most of the time defects are unseen. Stakeholders would ask 
the software testing team for forecasting software defects, so stakeholders could easily 
determine that the software is feasible and ready to deploy.

 If the software is part defects this will be associated with some reason discussed below. 
Software Specification could also be wrong or not meet with user requirements either 
that could because of conflict requirements in the result software features be missing. 
It could be more complex to decide on the missing requirements that are not well 
explained or documented or might be poorly styled. It could not be considered that all 
requirements reflect wrongly[5]. Software developers could not be more competent for 
software projects just because of incomplete requirements. It could be the drawback of 
a project manager that the software development life cycle process will not follow by the 
project manager as needed in table 1.

Table 1: Defect Percentage

Software Development Phases	 The defect may occur in a percentage
Requirement phase	 20%
Designing phase	 25%
Coding phase	 35%
User Manual	 12%
Bad Fixes	 8%

•	 Software efforts are inclined to pay more observation on the following three 
fundamental issues in the software development life cycle:

•	 Software defect prediction from the huge amount of data[6].
•	 Software time estimation to ensure software reliability.
•	 Test software design, and test software process as well will affect the number 

of defects and density of software[7].

Defect prediction is an important activity to develop quality software. Because defect 
prediction precedes software deployment to reach user satisfaction and improves the 

Comparative Analysis of Machine Learning techniques to Improve Software Defect Prediction
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overall performance of the software. Identification of errors or defects earlier leads to 
sufficient allocation of resources that will because of reduction of time and cost as well to 
get a quality product. Therefore, the software defect prediction model participates in active 
responsibility for understanding the evaluation and improving the quality of software 
[8]. Different approaches have been planned to manage software fault prediction issues 
or problems. However, there are many techniques introduced in the literature review for 
fault prediction but there is no single approach for all datasets. Because it depends upon 
the nature of the dataset. Deciding which method should be used for fault prediction is 
a challenging activity. There is the most reliable method for defect prediction is Machine 
Learning[9]. To support a strategic distance from such disappointments in a software 
product, Defect prediction techniques (DPT) are performed in every stage of software 
development. 

A. 	 Software Quality Assurance:

 According to past IT sectors and software firms, software quality is a prime object to focus 
on. Software defect prediction can straightforwardly impact software quality and achieved 
significant fame in a recent couple of years. Defective modules have a greater impact on 
software quality leading to cost, delivery time, and a lot higher maintenance costs [9]. Not 
being simply prepared to measure up to the assumptions on time and possibly speedy 
time is required, yet moreover, the ability to convey great quality programming things or 
infinitely better quality all the while is of most outrageous importance[10].

Hence, a lot of exploration is happening about how to further develop the item quality inside 
the compelled days open of the entire programming progression life cycle. Various ways 
exist for working on the overall idea of the item thusly made, for instance, better testing 
techniques, complete programmed testing works out, and early deformity expectation 
[11]. Thus, predicting software module whether a software entity contains defects can 
be helpful to improve the software quality. Therefore, quality is a key point that decides 
whether the software is according to a customer's need or process in which the software 
dataset under study is taken, and then pre-processing techniques are applied to data e.g., 
R, multilayer perceptron, k-neighbor nearest (KNN)  and many more applied to retrieve 
information of defected data. In short, customer satisfaction is a key point for a successful 
project, for such a purpose we are going to research to find out defects earlier [12].

 Figure 1: Generic Process of SDP
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Software defect prediction achieved notable popularity in the last small number of years. 
Software Defect prediction directly affects software quality. Bad software modules have a 
solid impact on the software quality leading to cost overruns, delayed software completion 
timelines, and higher maintenance costs [13]. There are two basic approaches to Software 
Quality Assurance first one is defect detection and the second one is defect prevention. 
Defect prevention means avoiding upcoming defective activities as soon as earlier [12]. 
Defect prediction deals with existing defects. The approach to defect prevention is the 
process of improving software quality [14], and our research is concerned to improve 
software quality by predicting defects. Defect prevention activities are to find an error 
in software requirement planning, design the algorithm, and review the algorithm 
implementation [13]. The main object of defect prediction is to predict defects, bugs, 
or faults from software products and estimate the delivery quality and maintenance 
effort before the deployment process of the software product. The approach to defect 
prevention is the process of improving software quality [15].

The main research object idea is to explore the different machine learning algorithms to 
get maximum accuracy using feature selection for SDP. The prime aim of this research 
is to predict performance defects without overrunning the estimated cost and to find 
& analyzed which part of the software is more likely to have defects and deliver quality 
software. 

The rest of this paper is as follows: Section 2 stands for related work. A machine learning 
algorithm is explained in section 3. The results of the experiments are discussed in section 
4. In the end, section 5 concludes the paper and presents some future directions.

 
2.   	 Literature Review
 
Most desired research zone of predicting defects using machine learning techniques, data 
metrics, and other techniques recently several research grounds started new projects. 
Various models and conclusions have been presented by scholars in different approaches. 
The investigation of more software defect prediction research papers published since the 
year 1990 to 2019 [16],[17],.

Discussed machine learning algorithm for decision support which will achieve high 
precision and accuracy of decision support or decision-maker what was recommended. 
A deep understanding of the decisions making process was discussed. Two Methods of 
learning used implicit and explicit[18]. The researcher described that the non-symbolic 
knowledge provided better predictive accuracy in implicit learning and as well explicit 
produced symbolic knowledge which was a more comprehensible model[19]. In this paper 
researcher compared the comprehensibility and predictive accuracy of different machine 
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learning models (like explicit, implicit, and hybrid). These machine learning models are 
applied to several standard medical diagnostics, different electronic commerce, financial 
decision-making problems, and e-marketing. The best methods for every benchmark 
problem were different, but hybrid methods outperformed standard comprehensible 
methods, and as well ensemble methods often outperformed all other methods. Hoff 
ding trees and their variants performed suitable for mobile computing, data streams, 
or big data and explained less accurate outcomes for these batch problems which have 
not a vast number of learning examples [20] discussed that quality, performance, and 
effectiveness of software attributes depended on the software defect prediction model. 
Eight NASA data sets were used to approach the right DP model. Characteristics of several 
software attributes are used to forecast whether software modules were defective? or 
non-defected? If proper attributes are not selected for the defect prediction model, the 
performance of the model will be decreased.

Therefore, [21] for The viability and execution of the imperfection forecast model, it is 
critical to choose suitable characteristics which could be utilized to construct a useful 
indicator model. The specialist proposed a quality determination cycle to distinguish 
damaged programming or to approach a legitimate SDP model. The trial result showed that 
the characterized approach gives a similarly productive arrangement of characteristics 
which expanded the presentation result, quality, and viability of the SDP model[21]. One 
ML classifier was used to improve the result of software defect prediction. In the future, 
the researchers look forward to integrating the performance of different ML classifiers 
to furtherly make an improved proposed approach. [26] proposed techniques that were 
intended to address particularly the blemished attributes of programming datasets, 
specifically, the absence of class-imbalanced information and marked examples, for 
imperfection expectation semi-directed approach of AI, were utilized. The scientist handled 
two basic issues of programming, comparably for programming deformity expectation, 
and proposed a semi-managed task-driven word reference AI strategy to foster both 
marked and unlabeled data completely. The exploratory outcome was performed on 
nine NASA datasets having subjective and quantitative information. This paper enhanced 
include extraction and the related classifier boundary, while different misclassification 
costs were investigated to further develop the classification exactness[22].

The experimental results demonstrate that our method outperforms several representative 
state-of-the-art defect prediction methods. [23]Used NASA’s five data sets for software 
defect prediction. Different classifiers from the machine learning field: Naïve Bayes, 
neural networks, logistic regression, k-nearest neighbor, and support vector machine-
implemented and evaluated on data sets, each classifier was evaluated on datasets from 
NASA’s metrics. Personal implementations rather than WEKA were used for applying 
machine learning classifiers. Results of this research determined that all models could 
detect software defects using static features best model to results was:[24] Naïve Bayes 
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was overmatched in three datasets, SVM was overmatched by a k-nearest neighbor, and 
logistic regression for only one of the datasets. The information obtained from these 
machine learning classifiers was extremely effective for the continuous improvement 
of the software. In future work, research is defined as the choice of model is a difficult 
problem and requires more research, by increasing the number of the classifiers as well 
as a variety of datasets can uncover the underlying structure of software. [25] discussed 
how the data mining techniques used for defect prediction. Defective modules can be 
the cause of software failures, decrease customer satisfaction, increase development and 
maintenance costs and. The focus of their research was to find out the remaining defects 
from the software data set. Some data mining techniques.

Regression, clustering, classification, and association mining were used to predict flaws in 
the software and define how data mining techniques enrich the quality of software. [26] 
Conduct research to help software developers with issues of the undertaking, an attempt 
to detect defects from software has been made to make quality software. In this paper, 
the researcher formulates the software defect prediction problem as a classification task 
of machine learning[27]. It further assesses the impact of different outfit techniques to 
tackle the imperfection forecast issue. The course on programming imperfection forecast 
issues has been enunciated as an errand of classification and afterward, it reviews the 
impact of an assortment of group techniques on the AI strategy classification effectiveness. 
Specifically[22], researchers have derived a hybrid method of ensemble classification 
based on an over-sampled approach for software defect prediction in various imbalanced 
NASA datasets. The high unnecessary allocation of classes in datasets degrades the 
execution of classification approaches. 

The proposed method has been derived based on the Synthetic Minority Over-Sampling 
Technique (SMOTE)[28][29]. In potential research work, the writer wants to include 
the verification process of the proposed method on various datasets. [30] proposed a 
model to forecast defects by the usage of software project metrics that were composed of 
a review of software design, product, review of source code per as per product deployed, 
and after defect validation was performed[30]. Linear regression (machine learning 
algorithm) was performed to selected metrics via software metrics only, software project 
metrics, and both. As a result, researchers declared that linear regression supplies 
the right correlation relationship between SD and predictors using both software and 
software metrics. One more thing proven in this research is to check out the suitability of 
the proposed analysis of regression to assemble an effective SDP model.

In a future direction, the researcher gives direction to the proposed model to fully automate, 
and standards rules could be weighted. So, the measurement could be depending not 
on the weight as well depend on the number of satisfied standard rules or violated 
rules. [32] Introduced the resample technique with three types of ensemble learners: 
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Boosting, Bagging, and Rotation Forest. These ensemble learners evaluated seven types of 
benchmark datasets of NASA. The researcher discussed Single Machine Linear Classifiers 
(Artificial Neural Network, Support Vector Machine, Locally Weighted Learning, Naïve 
Bayes, Decision Tree, Random Forest, J48 Decision Tree, Logistic Regression, and PART 
Algorithm) and Ensemble Machine Learning Classifiers (Bagging Techniques, Boosting 
algorithm and Rotation Forest). The researcher analyzed the accuracy and performance 
of three learners Boosting, Bagging, and Rotation Forest for the Software defect prediction 
dataset. The efficiency of performance, as a result, was loosed by using a Support vector 
machine algorithm with three homogenous ensemble methods and the researchers 
recommended that do not use Support Vector machine for defect prediction.

As mentioned above different researchers supply different solutions to overcome the 
error in the software. Some researcher uses software metric to overcome software error 
some use a different model to find the buggy module [37]. But no one can use early 
phase Software Defect Prediction. So, this is a unique research, and this research will 
provide great benefit to software engineering. During the literature review, it is found 
that there are some major techniques of machine learning like support vector machine, 
Bayesian networks, confusion metrics, clustering, Regression, Association rule, Bayesian 
Belief Network, Bayesian Belief network K-mean clustering, association rule, hybrid 
selection approach [38], genetic programming [38], k-mean clustering, genetic algorithm 
[38], static code matrix, automatic static analysis, association rule, and artificial neural 
networks are discussed to predict the faults.
 

3. 	 Materials and Methods 

Different approaches have been planned to manage software fault prediction issues or 
problems. However, there are many techniques introduced in the literature review for 
fault prediction but there is no single approach for all datasets. Because it depends upon 
the nature of the dataset. Deciding which method should be used for fault prediction is 
a challenging activity. There is the most reliable method for defect prediction is Machine 
Learning [31]. Feature selection involves evaluating better accuracy between input and 
desired variable using Minitab. WEKA machine learning tool is used for feature selection. 
For Statistical analysis mini tab was used to evaluate two-tail t-testing.

3.1	  Feature Selection:

 In the two study fields, ML and AI data analysis is the hottest topic for researchers. The 
feature selection technique determined an effective way to sort out various problems 
by extracting irrelevant or redundant data [32]. The major goal of feature selection is to 
improve the prediction performance based on accuracy precision and many more, provide 
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faster and cost-effective prediction within a time slot and provide a better understanding 
fundamental process of data generating [33]. 

The procedure of cutting the input variable that is not affected by the results is known 
as feature selection. In feature selection, researchers only select these features that key 
features of the dataset. This was desirable for researchers to reduce input variables to 
eliminate extra computational effort or cost of modeling, in some scenarios to improvise 
the performance of the system or model. Feature selection involves evaluating the 
relationship between two or more variables. Selecting featured variables to have the 
strongest relationship between input variables and target variables Feature selection 
methods could be efficient, fastest, and effective. 

As it is more challenging to use machine learning to select correct statistical measures 
for several types of datasets while it is performing filter-based feature selection. Data 
features used to train ML models have a huge influence on the accuracy or performance 
that could be better achieved. Irrelevant features or partially relevant features can 
negatively affect prediction model performance. Data set cleaning and feature selection 
should be the priority to design an effective model.

3.2	 The algorithm is performed using machine learning:

Here are some algorithms discussed below which have been used for research results.

3.2.1	 Logistic Regression

        A logistic regression algorithm is used to predict the probability. It is used to prove 
the probability of a specific class for example pass/fall flat, win/lose, alive/dead, or 
sound/wiped out. This can be stretched out to display a few classes of occasions, for 
example, deciding if a picture has a feline, hound, lion, and so on. Each article found in 
the picture would be distributed a probability somewhere in the range of 0 and 1 and the 
aggregate added to one. It is a statistical technique and utilized for logistics purposes to 
display a binary (0 and 1 form) dependent variable albeit a lot of progressively complex 
augmentations exist [34].
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Figure 2:  Logistic Regression

3.2.2	 Bayes Net
Bayes Net uses to evaluate the probabilistic graphical model used by Bayesian inference 
for probability computations. Bayes Network determined model condition dependency by 
presenting conditions dependency of edges defined in the direct graph. Using Bayes Net, 
the researcher can perfect compact, variable factorization to join probability distribution 
to get advantages of conditional independence. Bayes network is used for prediction, 
anomaly detection, decision making in uncertainty situations, time series prediction, and 
many more [35].

 

Figure 3. Bayes Net
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3.2.3	 Multilayer Perceptron (MLP)

It is a chain of perceptrons, systems of linear classifiers and it is a class of ANN. The term 
MLP is used abstrusely, here and there freely to allude to any feedforward ANN, now and 
again carefully to allude to a system made from different layers of perceptions. MLP are 
some of the times informally alluded to as “vanilla” neural systems, particularly when 
they have a single secreted layer. It consists of three layers of the node the 1st one is the 
input layer and the 2nd one is a hidden layer or unseen layer and the 3rd one is the output 
layer.

These three layers apply for prediction as shown below.
 

Figure 4:   Multilayer Perceptron Layer Example

3.2.4. J48

J48 was used to build a decision tree derived by Ross Quinlan mentioned. J48 is the 
implementation of iterative Dichotomise 4 derived by the project team. J48 is a data 
mining tool for, the execution of C4.5 algorithms. It is an open-source Java implementation 
for deciding. Based on the input value, it generates tree-constructed data output. This 
theorem was developed by Ross Quinlan [36]. It holds continuous and discrete features. 
It is proper for bug prediction in all sizes of data sets. this rule is based on a learning 
classifier as a tree structure where every hub is a leaf. 

3.3	 Decision Stump

 The decision stump ML algorithm has a one-level decision tree. DT is an exact technique for 
prediction. A decision stump build model to predict based on using a single input variable 
or feature. It is a well-ordered arrangement of if-Then instructions that can be more 
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minimal and, in this manner, more reasonable as compared to the decision tree. The choice 
to discover DT since it is less complex, and less computationally serious calculation than the 
decision tree method. It is the most straightforward method in ML. It outlines the data set 
with a DT which contains a similar number of qualities to the original data set [37].
 

Figure 5:  Decision Stump

3.3.1 Support Vector Machine:

SVM is supervised learning which could be used for regression, classification, and many 
more challenges. It arranges with individual perceptions or factors. In ML SVM are 
controlled learning models with related learning estimations that separate data utilized 
for relapse examination and grouping examination. Given a great deal of preparing models, 
each put aside as having a spot with both of two characterizations, an SVM preparing 
calculation fabricates a model that circulates new advisers for one class or the other, 
making it a non-probabilistic twofold straight classifier. An SVM model is a depiction of 
the models as spotlights on space, planned with the objective that the cases of the various 
classes are confined by a be normal. New models are then planned into that comparable 
space and expected to have a put with a class subject to the side of the opening on which 
they fall [38].

 

Figure 6:  Support Vector Machine
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3.3.2	 Random forest

Data science presents a classification random forest algorithm. Random forest is 
the combination of DT, presented self-sufficiently with certain controlled change. It 
incorporates many tresses, and the outcome is dependent on most of the precise yield 
(output) selected in the class. It is the greatest classifier for the huge data set. Each root 
node of the tree has a bootstrap sample data or information which is equivalent to the 
real data and each tree has different sample bootstrap. Utilizing the best split technique 
for factors or variables is arbitrarily chosen from input factors or variables. 
Every tree is then developed to the most extreme degree conceivable without pruning. 
At the point when all trees are worked in the forest technique, new occurrences are 
connected to every one of the trees at that point voting process happens to choose the 
arrangement with the greatest votes as the original instance expectation [39].
 

Figure 7:  Random Forest

3.3.3	 Lazy IBK

IBK is a fundamental algorithm family subset of classification. In k-nearest neighbor 
algorithm (KNN) is known as Lazy IBK (instance Based Learner). IBK is not useful to 
generate a model, instead, it is useful to build predictions for test instances within time. 
Distance is measured to find the k “closest” instance to make a prediction. It is an instance-
based (IB) classifier. It varies from other IB learners in that it utilizes an entropy-based 
separation function [40]. It categorizes an instance by contrasting it with a database of 
pre-grouped models. 

The key supposition that will be comparative instance will have comparative 
characterizations. The investigation lies in what way to characterize “comparative 
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instance” and “comparative classification.”  The comparing segments of an IB are the 
separation work which decides how comparative two instances are, and the arrangement 
work which shows how case likenesses yield a last grouping for the advance or new 
instance. This strategy little bit slow to assess yet useful for expectation [41].

 Figure 8:  Lazy Inks

3.3.4	 Ruler Zero-R 

Zero algorithms defeat One if the targeted distribution of data is limited and skewed 
available for predicting majority class, correct results basing a rule depend on a single 
attribute. Rule zero algorithm performed on nominal data type [42]. Rule Zero-R always 
exceeds baseline when it assesses the training data. In evaluating process training data 
may not be reflected by performance on independent test data.
 
3.4	 Datasets

To promote the replication and verification for this research experiment. Publicly available 
benchmark datasets from the PROMISE Repository were used to get experimental results. 
Several datasets are available open-source and available on the internet. For this research, 
five datasets were obtained from NASA promise dataset repository CM1, JM1, KC1, KC2, 
and PC1 [43]. Table 1 supplies detail about each data set information like which language 
was used in the project, faulty instance, on-faulty instance, percentage of description 
Buggy, no of the attribute, and missing attribute et

Table 2 : Characteristic Of D Use

	 Project	 Languages	 # Of instance	 Non-Faulty instance	 % Of Des Buggy
	 CM1	 C	 498	 499	 9.83%
	 JM1	 C	 10885	 8779	 19.35%
	 KC1	 C++	 2109	 1783	 24.85%
	 KC2	 C++	 522	 415 105	 20.49%
	 PC1	 NA	 1109	 1032	 6.94%
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Zero algorithms defeat One if the targeted distribution of data is limited and skewed 
available for predicting majority class, correct results basing a rule depend on a single 
attribute. Rule zero algorithm performed on nominal data type [10]. Rule Zero-R always 
exceeds baseline when it assesses the training data. In evaluating process training data 
may not be reflected by performance on independent test data. 

For this research, six datasets were obtained from NASA promise dataset repository CM1, 
JM1, KC1, KC2, and PC1 [49]. Table 1 supplies detail about each data set information like 
which language was used in the project, faulty instance, on-faulty instance, percentage of 
description Buggy, no of the attribute, and missing attribute. Here is the data set shown 
below in a graphical form with several instances.
 
Here is the data set shown below in a graphical form with several instances.

Figure 9: Number Of Instances

Here is the data set shown below in graphical form with the percentage of the buggy 
module.
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Figure 10: Buggies 

4. 	 Result And Discussion 

4.1.	  NASA Repositor JM
JM1 accuracy with feature selection and without feature selection is in the following 
graph. It is clearly shown that feature selection accuracy is high as compared to without 
feature selection in figure 11.

 

Figure  11: JM1 Data Set Accuracy Graph
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4.1.2.	 NASA Repositor   CM

CM1 accuracy with feature selection and without feature selection is in the following 
graph. It is clearly shown that feature selection accuracy is high as compared to feature 
selection figure 12.
 

Figure 12: CM1 Data Set Accuracy Graph

4.1.3.	 NASA Repositor   KC1

KC1 accuracy with feature selection and without feature selection is in the following graph 
13. It is clearly shown that feature selection accuracy is high as compared to without 
feature selection.

     

Figure 13: KC1 Data Set Accuracy Graph
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4.1.4.	 NASA Repositor   KC2
KC2 accuracy with feature selection and without feature selection is in the following graph 
14. It is clearly shown that feature selection accuracy is high as compared to without 
feature selection.

   

Figure 14: KC2 Data Set Accuracy Graph

4.1.5.	 NASA Repositor   PC1
PC1 accuracy with feature selection and without feature selection is in the following graph 
15. It is clearly shown that feature selection accuracy is high as compared to without 
feature selection.

 

Figure 15: PC1 Data Set Accuracy Graph

To promote the replication and verification for this research experiment. Publicly available 
benchmark datasets from the PROMISE Repository were used to get an experimental 
result. Several datasets are available open-source and available on the internet. For this 
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research, Six datasets were obtained from NASA promise dataset repository CM1, JM1, 
KC1, KC2, and PC1 [43]. CM1 dataset used for prediction, JM1 dataset used for defect 
prediction KC1 used for prediction [44]–[46] KC2 dataset used in  [43], [47], and PC1 
dataset used in [48].

4.2.	 Results with Out Feature Selection

Accuracy performance without feature selection of 5 NASA datasets CM1, JM1, KC2, and 
PC1 is shown below tables 4.

Table 4.: Accuracy Table Feature Selection

Classifiers	 CM1	 JM1	 KC2	 PC1
Logistic Regression	 73%	 70%	 78%	 81%
Random Forest	 83%	 77%	 82%	 91%
Decision Stump	 78%	 71%	 78%	 87%
Support Vector Machine	 75%	 69%	 79%	 79%

All NASA dataset accuracy without feature selection is in the following graph. Here, in 
CM1, JM1, KC2, and PC1 datasets Random Forest is having the highest accuracy in figure 
16. [49] used10 cross-validation folds in which the dataset is divided into ten parts equally.

 

Figure 16: Accuracy Graph Feature Selection

4.1.	  Results with Feature Selection
Accuracy performance with feature selection of 5 NASA datasets CM1, JM1, KC2, and PC1 
shown in below tables.
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Table 5 : Accuracy Table With Feature 

Classifiers	 CM1	 JM1	 KC2	 PC1
Logistic Regression	 90.56%	 80.94%	 84.67%	 93.32%
Random Forest	 89.35%	 80.92%	 81.41%	 93.86%
Decision Stump	 90.16%	 80.65%	 80.26%	 93.05%
Support Vector Machine	 90.16%	 80.66%	 80.07%	 93.05%

All NASA dataset accuracy feature selection is in the following graph. Here, in CM1, JM1 
and KC2 datasets logistic regression are having the highest accuracy, as in the KC1 and PC1 
data set Random Forest has the highest accuracy. In this research, thirty cross-validation 
folds in which the dataset is divided into 30 parts equally and test the dataset very closely 
and give a more accurate result.  Overall PC1 accuracy is high by using all algorithms.
 

Figure 17: Accuracy Graph With Feature

 
4.2.	 Accuracy comparison of WFS and WOFS
 
Accuracy performance with feature selection and without feature selection on five 
datasets CM1, JM1, KC1, KC2, and PC1py applying logistic regression, random forest, and 
support vector machine shown below tables. Accuracy with feature selection is high as 
compared to accuracy without feature selection. In this research, thirty cross-validation 
folds in which the dataset is divided into 30 parts equally and test the dataset very closely 
and give a more accurate result.  Here accuracy without feature selection is taken from.
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 Table 6: Accuracy Comparison  WFS and WOFS

Data set	 Classifiers	 Accuracy WFS	 Accuracy WOFS
JM1	 Logistic Regression	 80.94%	 70%
	 Random Forest	 80.92%	 77%
	 Decision Stump	 80.65%	 71%
	 Support vector Machine	 80.66%	 69%
CM1	  Logistic Regression	 90.56%	 73%
	 Random Forest	 89.35%	 83%
	 Decision Stump	 90.16%	 78%
	 Support Vector Machine	 90.16%	 75%
KC2	 Logistic Regression	 84.67%	 78%
	 Random Forest	 81.41%	 82%
	 Decision Stump	 80.26%	 78%
	 Support Vector Machine	 80.07%	 79%
PC1	 Logistic Regression	 93.32%	 81%
	 Random Forest	 93.86%	 91%
	 Decision Stump	 93.05%	 87%
	 Support Vector Machine	 93.05%	 79%

 
Here in the following table WFS= with feature selection WOFS=without feature 
selectionHere, in CM1, JM1, and KC2 datasets logistic regression is having highest 
accuracy, as in KC1 and PC1 data set random Forest has the highest accuracy. Overall PC1 
accuracy is high by using all algorithms figure 18.

 

 Figure 18: Accuracy Comparison WFS and WOFS

4.3.	  Results proved using statistics:
 
       Two tail T-tests were applied using a mini tab to prove accuracy statically. The resulting 
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screenshot is shown below. For two-tail testing, two variables were used for testing 
accuracy with feature selection and accuracy without feature selection. This condition 
of p-value is shown below in the figure. Then H₀ will be accepted. But in this case, the 
p-value is 0.000 so H₀ is rejected. According to statistical decision accuracy with feature 
selection accuracy increased as compared to without feature selection. Using paired 
T-test statistical approach, it is proven that accuracy with feature selection is high.
 

 
Figure 19: T-Test Result Graph 

 
 
5.    Conclusion  

Software Defect perdition models aid to deal with these types of problems. Our research 
concerned was defected prediction by feature selection technique to get improvise 
accuracy results. This research result uncovers the largest subset of defects that could be 
predicted using above mentioned machine learning algorithm. 

This paper's concern was to find out defects using Five NASA data sets JM1, CM1, KC1, KC2, 
and PC1. In this research machine learning algorithms Bayesian Net, Logistic regression, 
Multilayer perceptron, Ruler Zero, J48, Lazy IBK, Support Vector Machine, Neural 
Networks, Random Forest, Decision stump were used to perform feature selection to get 
maximum accuracy. Logistic Regression's highest accuracy founded at ninety-three% and 
the Bayesian Net averagely increase by an 8% accuracy rate using feature selection.
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Abstract

Data Science is one of the fastest growing interdisciplinary field and has many applications 
in various disciplines. The actual motivation of data science came from John Tukey. In his 
seminal paper, in 1962, he presented the idea of data analysis which is now the field of 
data science. Several algorithms for data science related to statistical analysis have been 
developed and applied over variety of datasets since 1962. In this field, the significant 
development began with the aid of high performance computers that help to analyse 
a massive datasets. In this paper, we study the statistical analysis of the traffic stops in 
Nashville, Tennessee, USA for the year 2011–2021. Data is taken from the Stanford open 
policing project. Analysis is based on total number of 3071706 traffic stops. In this paper, we 
consider and investigate various aspects. This study comprises gender comparison (male 
vs female) and race comparison (black vs white) for different traffic offences. Complete 
findings and possible gaps are discussed in the conclusion.

Keyword: Data analysis, Statistical analysis, Traffic stops analysis, Traffic related social 
issues.

1.	 Introduction

Data Science is one of the fastest growing interdisciplinary field and has many 
applications[1–3]. John Tukey can be considered as the pioneer of Data analysis. In 1962, 
nearly 60 years ago, in his seminal paper [4] he published the idea of data analysis, that is 
now a field of data science [4, 5].

There have been many developments in data science since 1962. Data science is widely 
been used in various disciplines such as, social sciences [6–8], data engineering [9, 10], data 
mining [11, 12], predictive analytics [13, 14], machine learning [15, 16], image processing 
[17–20], data visualization [21, 22] and many more [23, 24].
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The most significant boost in the field started due to the high-performance computers and 
the use of statistical analysis [25–27], that make this field inter- disciplinary and ease the 
gigantic calculations. Statistical analysis is almost used everywhere, whenever we deal with 
datasets [28–33]. Conclusions made in this paper heavily relies on statistical analysis.
In this paper, we apply statistical analysis to the data (during the year 2011 to year 2020) of 
the traffic stops by the police officers at Nashville, Tennessee, USA. Total number of traffic 
stops in the considered data is 3071706. Complete details of the data set can be found in the 
link https://openpolicing.stanford.edu/data/ .

More than 20 million Americans are stopped each year for traffic violations [34]. Without 
any doubt, police stops is the most common form of interaction, the public has with the 
police around the world [35–38]. These activities and interactions help the police to achieve 
both traffic safety and crime control [39]. In recent years, the traffic stops data, is largely 
studied and analysed to understand the behavior of police and their interactions with the 
public, specially at traffic stops [40–43]. The law, prohibits, law enforcement agencies from 
stopping, detaining, or searching motorists when the stop is motivated solely based on 
the race, color, ethnicity, age, gender, or sexual orientation of drivers [6]. But incidents like 
George Floyd [44, 45] raise a very big question mark over police behavior, their act and 
their biased views towards specific race. These kind of incidents make the specific race 
vulnerable and cause the anger within the race towards other race. Further, we would also 
like to high- light the fact that (apparently) society is not gender biased. But we believe that 
the behavior of police towards the gender requires attention and statistical analysis.

This study comprises gender comparison (male vs female) and two race comparison (black 
vs white) for different traffic offences. Various aspects are considered and investigated. 
Complete findings and possible gaps are discussed in the conclusion.

Statistical Analysis for the Traffic Police Activity: Nashville, Tennessee, USA
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List of desired variables (that are given in the form of columns in the dataset) are 
demonstrated in the Table 1 below:

Table 1: This table displays the variables and their corresponding details.

Details of the variables
Column Names	 Remarks
Date	 Date of a traffic stop
Time	 Time of a traffic stop
Subject race	 The race of a subject
Subject sex	 The gender of a driver
Violation	� Eight different violations are presented in this column that 

include moving traffic violation, vehicle equipment violation, 
safety violation, registration, seatbelt violation, investigative 
stop, parking violation and child restraint.

Arrest made	� It is a Boolean column [46, 47]. This columns has only two 
logical values, (i) ‘True’: this value indicates that arrest has 
been made and (ii) ‘False’: it Indicates that no arrest has been 
made due to traffic violation.

Outcome	� This columns contains the information of the outcome 
corresponding to the respective traffic stop. Three distinct 
features for outcomes are available that include warning [48], 
citation [49] and arrest [50].

Contraband drugs	� A Boolean columns consist upon two logical values. (i) ‘True’: 
it indicates that contraband drug is found and (ii) ‘False: when 
contraband drug is not being found.

Contraband weapons	 Analogous to the above explanation.
Frisk performed	 A Boolean column analogously
Search conducted	 A Boolean column analogous to other Boolean columns.

https://doi.org/10.51153/kjcis.v5i2.135
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Table 2: Comparison of traffic violation between the male and female for 
Nashville, Tennessee, USA is given. 

Male vs Female comparison for eight different categories of traffic violation
Violations	 Female	 Female	 Male	 Male  
		  relevant ratio 		  relevant 
		  (individual 		  ratio 
		  values divided by 
		  total sum
Moving traffic violation	 633001	 0.510	 907881	 0.50
Vehicle equipment violation	 407379	 0.330	 585433	 0.321
  Safety violation	 75168	 0.060	 110037	 0.060
Registration	 76994	 0.062	 107948	 0.059
Seatbelt violation	 33915	 0.027	 68932	 0.038
Investigative stop	 19275	 0.015	 36879	 0.020
Parking violation	 2992	 0.002	 4757	 0.003
Child restraint	 725	 5.8 × 10−4	 390	 2.14 × 10−4

Total	 1249449		  1822257	

2.	  Statistical analysis

In this section we provide statistical analysis over five different examples using above 
mentioned dataset. The details are given below.

Example 1 (Traffic violation (Male vs Female)) In this warm-up example, we com- pare 
the count of eight different traffic violation committed by male and female for Nashville, 
Tennessee, USA during the year 2011–2020. We have found that nearly 50% of traffic 
violations are related to moving traffic violations (MTV) and this per- centage is nearly 
the same for both male and female drivers. MTV are those traffic violations that occur 
when vehicle is in motion such as over speeding, stop sign violation, give way violation, 
driving under the influence of alcohol or drugs, hit and runs etc [51–55]. We have also 
found that the over all rate of traffic violation is higher in males than females. According 
to 2010 census, composition of male population is ≈ 48.5%
whereas; ≈ 51.5% of female population [56, 57]. But whether or not the data is biased 
(with respect to number of drivers) would be an interesting future problem to address. 
Results are presented in Table 2 and graphical representation can be seen in Figure 1.

Table 2 suggests that most of the violations are related to moving traffic violations for 
both the genders. Nearly 50% violation involve MTV. Males are involved in 59% of the 
total violation whereas, females involvement is 41%. Both male and female are conscious 
when it comes to the child safety. Apparently, Table 2 indicates that males seems to be 
more concerned than female regarding child safety. 

Statistical Analysis for the Traffic Police Activity: Nashville, Tennessee, USA
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Figure 1: This graph represents the comparison of relevant ratios between male and 
female drivers among eight different categories of traffic violation whose details are 
given in Table 2. In all eight different categories, violation rate is nearly the same for both 
the genders. But for seatbelt violation, male ratio is slightly higher than female.

But, due to the limitation of current dataset, we have not investigated which gender 
transport their children mostly. It would be an interesting research problem and we aim 
to address it in future.

As the rate of moving traffic violation is higher than the rest of traffic offences and it 
covers nearly 50% of the total traffic violations. Therefore, we further explored this traffic 
offence in three different categories (with respect to the outcome/result of these traffic 
stops), i.e., warning, citation, arrest. Details are given in Table 3.

We further investigated the moving traffic violation among the different age groups. The 
frequency distribution for this classification is given in Table 4.

https://doi.org/10.51153/kjcis.v5i2.135
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Table 4 indicates that the involvement of young driver in moving traffic violation is higher 
than the older people. This may be because most drivers are under 40.

Moving traffic violation: comparison between male and female
 Categories	 Female	 Male
Warning	 0.6859	 0.6712
Citation	 0.3048	 0.3103
Arrest	 0.0093	 0.0185

Table 3: Data represents the relevant ratios for the outcome due to moving traffic violations 
(MTV) for three different categories for female (total=632856) and male (total=907752) 
drivers out of 1540608 total MTV. The ratios are nearly similar for males and females. 
About 68% of stops for MTV result in a warning. This investigation also indicates that for 
MTV, the outcome is unbiased for gender.

Table 4: The frequency distribution for moving traffic violation corresponding to 
different age group.

Moving traffic violation VS Age group
	 Age groups	 Number of observations (x)
	 10 ≤ x ≤ 20	 119391
	 20 < x ≤ 30	 485533
	 30 < x ≤ 40	 356318
	 40 < x ≤ 50	 269579
	 50 < x ≤ 60	 191360
	 60 < x ≤ 70	 87795
	 70 < x ≤ 80	 25097
	 80 < x ≤ 90	 5185
	 90 < x ≤ 100	 624
		    Total=∑x = 1540882

It is still an open problem because we are not too sure whether or not population has a 
similar number of people in all age groups (which is highly unlikely in unbiased data). 
Approximately 62.4% offences are caused by under 40 age group. The violations are keep 
decreasing with the maturity of a driver. Figure 2 illustrates this fact.

Example 2 (Search rate corresponding to each violation (Male vs Female)) In this 
example, we have calculated the mean search rate† among male and female drivers for 

Statistical Analysis for the Traffic Police Activity: Nashville, Tennessee, USA

† Table 1 indicates that the ‘search conducted’ is a Boolean column (0: no search, 1: search is done). Mean 
search rate is simply an arithmetic mean (∑N

i=1 xi/N) for  search corresponding to each violation.
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eight different categories of traffic violations. We have found that the mean search rate 
for males are higher than female in all eight offences. Limitation of the data stops us 
to investigate the fact whether is data is being biased corresponding to specific gender. 
Investigative stops caused the highest mean search rate among all the violations for both 
the genders. Complete details are given in Table 5.

Figure 2: Comparison of moving traffic violations among different age groups. 
Young drivers are involved in more offences than the older drivers.
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Table 5: This table shows the average values for search rate corresponding to each traffic 
violation for male and female. For all types of violations, it seems that the search rate is 
higher for males than for females.

Mean values for search rate corresponding to each traffic violation: Female vs Male
Gender	 Violations	 Mean values
	 Child restraint	 0.030345
	 Investigative stop	 0.094319
	 Moving traffic violation	 0.019689
Female	 Parking violation	 0.024733
	 Registration	 0.025768
	 Safety violation	 0.023334
	 Seatbelt violation	 0.031903
	 Vehicle equipment violation	 0.024815
	 Child restraint	 0.071795
	 Investigative stop	 0.184089
	 Moving traffic violation	 0.046675
	 Parking violation	 0.047719
Male	 Registration	 0.055277
	 Safety violation	 0.048620
	 Seatbelt violation	 0.060277
	 Vehicle equipment 
	 Violation	 0.055152

Example 3 (Overall Search rate and Frisk rate (Male vs Female)) This example gives the 
details of overall search rate, frisk rate and arrest rate for male and female drivers. It 
is found that males are leading in all three categories in a given dataset (keeping the 
limitation of the data in account). Complete details are provided in Table 6.

Table 6: Male drivers are searched and arrested more than twice (approximately) as 
often as female drivers. Whereas, frisk rate among males are nearly three times higher 
than female drivers.

Overall mean Search rate, frisk rate and arrest rate between Male and Female
Categories	 Female	 Male
Search rate	 0.0235	 0.0533
Frisk rate	 0.008595	 0.027683
Arrest rate	 0.010633	 0.019976

We have further investigated the overall all mean arrest rate for a period of 2011–2020 
for a given 24 hours a day. ‘0’ indicates the midnight, ‘12’ represents the noon and ‘23’ 
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states the 11:00 PM. Results are shown in Figure 3. It is found that the arrest rate is higher 
in overnight than any other hour of a given day.

Example 4 (Contraband Drugs and Contraband Weapons) In this example, we are trying 
to investigate whether or not the rate of contraband drugs and contraband weapons are 
increased over the past 10 years. Drug related stops are shown in Figure 4. Whereas, 
weapon related stops can be found in the Figure 5.

It is found that the drug related stops have kept increasing every year for the course of 
past ten years. However, weapon related stops have (continuously) declined during this 
period.

The comparison of drug related stops with the search rate for the period of past ten years 
is presented in Figure 6.
In this example, we have found that the drug related stops are increasing whereas, 
weapon related stops and search rate are decreasing. To check the validity of this claim, 
we further explore these trends. Non-parametric regressions [58, 59] results are given in 
the Figure 7 and the results of Modified Mann–Kendall [60] test are presented in Table 7.

Example 5 (Black race vs White race comparison corresponding to each violation) The 
motivation for this example came after the murder of George Floyd [44, 45, 63, 64]. This 
incident happened in Minneapolis, Minnesota, USA, dated: May 25, 2020. We investigate 
whether the police officers are biased for any race or they are neutral. Table 8 displays the 
comparison of black and white race drivers for eight different traffic violations.

Figure 3: Graph indicates the hourly mean arrest rate for ten years period (2011– 
2020) for Nashville, Tennessee, USA. 0, 12, 23 indicate the midnight, noon and 11:00 PM 

respectively in a given day. The arrest rate has a significant spike overnight, and then 
dips in the early morning hours.
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Table 7: This table confirms the actual trend with their respective parameters for Example 
4. See [60–62] for more details.

Modified Mann-Kendall Test (at 5% level)
Search rate	 Drug rate	 Weapon rate
0.0318	 0.00067	 0.1524
Decreasing	 Increasing	 No trend
-0.555	 0.866	 -0.377
-0.00068	 0.018	 -0.001
0.043	 0.126	 0.0196

Their respective relevant ratio can also be seen. Majority of the violations involve moving 
traffic violations (MTV) for both the races. Data suggests that there are total 2819799 
traffic offences among black and white race. Out of which black people have committed 
1158721 
(≈ 41%) offences. Whereas, white people are involved in 1661078 
(≈ 59%) offences. Apparently, this implies that white people committed more traffic 
offences than black race. But it is due to the 

Figure 4: Graph indicates mean annual contraband drugs related traffic stops. Drug 
related stops are increasing every year. Surprisingly, The rate of drug related stops 
increased (nearly) doubled over the course of 10 years.
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Figure 5: Graph indicates mean annual contraband weapons related traffic stop. Weapon 
related stops have decreased every year except during 2015–2017. The rate of weapon 
related stops decreased, and ratio is nearly one-seventh over the course of 10 years.

Figure 6: The rate of drug-related stops are continuously increasing. But surprisingly, the 
search rate is decreasing

fact that the  composition of white race is higher than the black race, i.e., ≈ 56.3% versus 
≈ 27.4%. (See [65, 66] for more details). The relevant ratios are plotted in Figure 8.
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As we have found that the white race committed 59% traffic violations. Therefore we 
extend our investigation for three different categories that are search rate, frisk rate and 
arrest rate for both the races. Although (overall) white people committed more traffic 
offences than black but the mean search rate, frisk rate and arrest rate are higher in black 
race. Details can be found in Table 9.

3.	 Conclusion
We have investigated the traffic police activity for Nashville, Tennessee, USA during 
2011–2020. There are eight different traffic violations are investigated along with the 
outcomes of the offences (Example 1–3, 5). Example 4 contains the investigation of drug 
and weapon related stops. Overall findings are as below:

1.	 Over all males committed more traffic violations than female. But due to the 
limitation of given dataset, we have not investigated whether or not this dataset is biased.

2.	 The rate of moving traffic violation is higher than rest of remaining traffic 
violations.

(a) Search rate (2011–2020)

(b) Drugs rate (2011–2020)
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(c) Weapon rate (2011–2020)

Figure 7: LOWESS regression for search rate, drug rate and weapon rate in Nashville, 
Tennessee during traffic stops are presented.

Table 8: This table shows the comparison between two different races (black vs white) 
corresponding to eight different categories of traffic violation. White race committed 
1661078 traffic violation. Whereas, black race committed 1158721 traffic violation. 
Majority of the violations are due to MTV for both the races.

          Comparison between black Race and white race  corresponding to each traffic violation
Race	 Violation	 Counts	 Relevant ratio
	 Child restraint	 598	 5.2 × 10−4
	 Investigative stop	 25045	 0.021614
Black violation	 Moving traffic	 532122	 0.459232
	 Parking violation	 3719	 0.003210
	 Registration	 74015	 0.063876
	 Safety violation	 78708	 0.067927
	 Seatbelt violation	 40954	 0.035344
	 Vehicle equipment violation	 403560	 0.348281
	 Child restraint	 286	 1.72 × 10−4
	 Investigative stop	 25276	 0.015217
White	 Moving traffic	 880021	 0.529789
	 Parking violation	 3480	 0.002095
	 Registration	 98067	 0.059038
	 Safety violation	 89684	 0.053991
	 Seatbelt violation	 54939	 0.033074
	 Vehicle equipment violation	 509325	 0.306623
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Table 9: This table illustrates the fact that (surprisingly) mean frisk rate, arrest rate and 
search rate are higher in black race drivers than white.

Overall mean Search rate, frisk rate and arrest rate between Black and White race
Categories	 Black	 White
Search rate	 0.058130	 0.028535
Frisk rate	 0.029388	 0.012467
Arrest rate	 0.022481	 0.010810

3.	 Approximately 68% MTV results in a warning.

Figure 8: This graph represents the comparison between black and white race drivers 
among eight different categories of traffic violation. Majority of the violations are related 
to MTV for both the races. The relevant ratio for MTV is higher in white race than black. 
Whereas, vehicle equipment violation and safety violation are higher in black race. Overall 
white race committed more offences than black due to the fact that the composition of 
white race is higher than black.
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4.	 Outcome of moving traffic violations do not indicate any kind of favoritism. Thus, 
the investigation concludes that for MTV, the outcome is unbiased for gender.

5.	 Overall search rate, frisk rate and arrest rate are higher in male’s drivers than 
females.

6.	 We have found that the drug related stops are continuously increasing for the past 
ten years.

7.	 Weapon related stops indicated decreasing trend initially. But Mann-Kendal test 
confirms that there is no definite trend during these years.

8.	 We have also found that white race committed more traffic offences than black. 
But it is due to the fact that the composition of white race is higher than the black 
race. Nevertheless, the mean search rate, frisk rate and arrest rate are higher in 
black race.

Although we have found that males drivers committed more traffic violations than female 
drivers. But we have not investigated the gender of police officer. This could be our next 
task for the exploration. We would also like to explore the race of police officer and its 
impact over the decision. We have not investigated the effect of weather over a police 
officer. It would be very interesting question if we analyse the effect of weather over a 
decision.
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Abstract

In the past, research have been carried out to study the behaviour of students as it is an 
important topic in psychology. Parents and teachers are concerned about their children's 
actions in class. Learning about students' behaviour in school is essential for teachers for 
their own development and growth of them. A class is composed of students with distinctive 
characteristics and capacities, where a few students are sharp and some are dull. In some 
cases, it becomes inconvenient for the educators to spot who is keeping the pace with them 
and who is falling behind. The proposed approach will allow the students to groom their 
personalities and overcome their shortcomings, and it will offer assistance to the instructor 
to identify which students require more consideration from them. To do that, we chose 
and applied the K-mean Clustering Algorithm. In other words, this research attempts to 
discover homogeneous subgroups inside the information. K means calculation is an iterative 
calculation that tries to tract the dataset into K pre-defined unmistakable non-overlapping 
subgroups (clusters), where each information point has a place as if it were one bunch. It 
tries to make the intra-cluster information focuses as comparable as conceivable, whereas 
also keeping the cluster as diverse (distant) as conceivable.

Keyword: Machine Learning, K-mean Clustering Algorithm, Behaviour Understanding, 
Student Psychology

1.	 Introduction

Child education plays an important role in the progression of any country [1]. In the future, 
they must serve and withhold the country. Thus, it is vital to understand the student’s 
behavior to give them quality education in the best suitable environment, as education is 
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the right of every child [2]. It can only be possible under some expert guidance, which can 
teach them right from wrong, how to overcome their fears, and shortcomings, improve their 
grades, skills, effective learning methods, etc. [3]. A single class is composed of students 
with different characteristics and abilities, where some students are intelligent while some 
are less able. Sometimes it becomes difficult for the teacher to spot which student is picking 
up the pace of the teacher and which is falling behind [4].

It is observed that there is an increase in the number of students in educational institutes 
every year as compared to the previous year. To manage the increasing number of students, 
they are divided into different sections. The sections are formed generally and are not based 
on any particular characteristics of students, because, sometimes, it becomes difficult for 
the teachers to handle the large strength of a different variety of students. Some students 
are shy while some are confident, some are disorderly while some are obedient, and some 
are dull while some are intelligent. There is a difference in the interaction of students with 
other students and teachers as well. So, in this project, a system is designed that predicts 
the behavior of students as given by [5]. For this, firstly a survey was designed containing 
several questions that were filled in both by the students and teachers. In this, students 
with similar characteristics are grouped in one section and a teacher is assigned to them 
according to their behavior. This helped the teachers to make sure that everybody was 
moving along at the same pace while delivering lectures, the school (staff, administration) 
to improve their results, parents to keep an eye on their children’s progress, and also the 
students to groom their personalities and overcome their shortcomings [6].

This research work allows the students to be grouped according to their capabilities, which 
helps the teachers to learn which students require more attention from them. It helps 
both teachers and students to deliver their lectures more effectively and to improve their 
grades and skills, respectively. For this purpose, data was gathered from different schools, 
then students were divided into different categories according to their behavior through 
the application of Machine Learning (ML) techniques. Students with similar behavior 
and attributes were assigned to the same section. Lastly, the teacher whose personality 
matched with those students was made responsible for their teaching. This removed the 
communication barriers between the teacher and students and provided a friendly class 
atmosphere for students to express themselves. Parents also had access to their children’s 
progress reports. Moreover, the school administration had a record of teachers' and 
students’ reports [7]. In section I, Introduction has been discussed. Section II deals with the 
related research while Section III describes the proposed system and section IV results are 
shown.

2.	 Related Work

The research was performed to study the effects of hospitalization on children [8]. The online 
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survey was taken from the parents and its outcome revealed the types of mental pressure 
and diseases faced by the children. The studies also suggested some remedies for these 
types of disorders. Another experiment was conducted in a school to observe the behavior 
of children while evacuating in non-emergency situations without any guidance using the 
Cellular Automata CA model [9]. It was perceived that children in groups were taking longer 
time than those who were walking alone. In the end, they matched the results with their 
simulated results to ensure the correctness and precision of their designed system [10].

Zheng, Jiang and Shen [11] proposed a system that can spot attitudes with low-resolution 
and extreme impediments to help teachers, they can improve their teaching quality. They 
built a large-scale data set. An improved Region-Based Convolutional Neural Network 
(R-CNN) network was presented to discover student behaviour in the real classroom. 
Online Hard Example Mining (OHEM) was used for class imbalance issues. Fan et al. [12] 
describe a system that can remodel the activity occasions of the examinee about signaling 
data obtained by Kinect. It examines the attributes of activity occasions from period and 
recurrence proportions. The misconduct or disobedience of the examinee was also found in 
the studies. They did it by information procurement, pre-preprocessing module, occasion 
distinguishing module, misconduct observing tool, and track record constitute [13].

The research in [14] detects the behavior of the students while doing the class tasks and 
activities by using a round-robin coding strategy, regression tree, and observing students 
with the naked eye [15]. It suggested that if students are looking at the teacher, they are 
on-task. Otherwise, they are off-task. Some of the reasons for off-task behavior are self-
intrusion, peer diversion, natural diversion supplies, strolling, or other self-distractions. 
Singh  [16] diagnosed Attention Deficit Hyperactivity Disorder (ADHD) in children that 
experienced loss of self-control because of cognitive disabilities and unfriendly habitat and 
observed their behavior under different circumstances. It was discovered that the children 
can control themselves if they are not bothered unnecessarily. It was done by grouping 
children into 3 and then interviewing them for one hour with four different female 
researchers. Some questions were also asked by the parents because parental behavior also 
influences children’s behavior [17].

In another method, 51 children ages ranging from 4 to 6 years were interviewed (qualitative 
approach) and asked what happiness is to them and what and who makes them happy 
[18]. The studies show that, not feeling tired or lazy and having positive affiliations, playing, 
learning, writing, drawing, helping their mothers, reading comics, watching TV and sports 
make them happy. Relationships with people in the family, friends, and their toys are also 
a source of happiness for them [19]. Lima et al. [20] discussed causes and remedies for 
childhood depression. They did a qualitative analysis of 180 articles, out of which 25 were 
in their domain. Out of those 25 articles, data was extracted and arranged in compiled form. 
The outcome of the research was based on etiology, diagnosis, prevention, prognosis, and 
treatment [21].

https://doi.org/10.51153/kjcis.v5i2.122
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Safaei and Youzbashi [22] held a correlated comparative study, a multistage method, and 
used SPSS Software version 25.0 for data analysis. Their research included 140 people, out 
of which 80 were girls and 60 were boys, and their ages ranged from 8 to 10 years for the 
contrast of seriousness of the fixation and working memory in children with the obsessive-
compulsive disorder and healthy children. The outcomes indicated that there was a huge 
connection between working memory and habitual issues in girls and boys [23]. The figures 
for mean and Standard Deviation (SD) in youngsters and patients were (177.24+-11.02) 
and (171.11+-8.08) respectively.

Kessels and Heyder [24] inspected the mental convenience of locks engaging in disruptive 
behavior for low-achieving students from an attributional point of view. In their experiment, 
178 ninth-grade students were selected, and targeted the those students, who displayed 
disruptive behavior. They connected multilevel examination while testing for mediation 
effects. It was also discovered that those students were more popular but not liked 
personally. The research also included the comprehension of troublesome behavior in class 
as an endeavor of children showing unsatisfactory results, to inspire face-saving attributions 
and improve their peer status [25]. A taxonomy of the literature review is shown in Figure 
1. Table I shows the previous literature and also discuss their finding and limitation.

Table 1: Comparison table of related Studies

State of the art Approaches	 Findings	 Limitations
Online questionnaire for 	 Parents were instructed to,	 Only suggestions were given 
parents about behaviour of 	 spend time with their children, and	 no algorithm was applied 
children (Jiao et al., 2020).	 develop an interest in music for 
	 mental relief and comfort.
Cellular Automata 	 Grouped children took	 Behaviour of children under 
(Chen et al., 2019).	 more time for evacuation	 guidance was also not 
	 A path with fewer obstacles 	 detected 
	 regardless of distance was chosen	
OHEM combined with R-CNN 	 The proposed system detects more	 Behaviour of Students with 
is used to detect student 	 behaviors with low-resolution	 selected poses was detected 
behaviour (Zheng, Jiang and 	 and severe occlusion and helps 
Shen, 2020).	 teachers to improve teaching quality.	
An approach consists of four 	 Their approach rebuilds the action	 There exists a possibility that 
components data acquisition 	 events of the examinee in terms of	 the input data may comprise 
and pre-processing module 	 gesture and then these	 garbage value. 
event identification module 	 gestures are used to detect 
misbehaviour monitoring engine 	 misbehaviour 
record module (Fan et al., 2016).
51 kids ranging from 4 to 	 55% of children said not feeling	 No objective analysis 
6 years were interviewed 	 lazy or tired is happiness	 was carried out. 
(Izzaty, 2018).		  The sample size was too 
		  small (size=51)
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Multistage cluster sampling 	 Healthy groups had higher	 A very small number of 
method (Safaei and 	 working memory and lesser	 students were taken for tests 
Youzbashi, 2020).	 severity of obsession compared	 and all were of adult age.  
	 to patients	
Multilevel analysis while testing 	 Disruptive behaviour causes	 There is no information that 
for mediation effects 	 a lack of effort instead of	 whether the disruption was 
(Kessels and Heyder, 2020).	 a lack of interest.	 conscious or not.

Figure 1: Taxonomy of child behavior interconnected examinations
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3.	 System Model

The proposed model is supported to clarify the kinds of data that can emerge from a 
thematic approach for analysis that provides simple guidance on the opportunities and 
limitations of such data. The proposed model consists of five stages, as illustrated in 
Figure 2.

Figure 2: Proposed system

A.	 Data Collection

The first stage of the system model is data collection, in which a survey is conducted to 
store initial raw data. We designed diverse kinds of questions for students and asked 
them to rate themselves from 1 to 5. Where 1 was for the lowest and 5 was for the highest 
rank. The collected data is arranged in the form of charts and spreadsheet files, as details 
are presented in Figure 3. The chart contains the following rankings

•	 Blue represents the students who rated themselves with a 1
•	 Red represents the students who rated themselves with a 2
•	 Orange represents the students who rated themselves with a 3
•	 Green represents the students who rated themselves with a 4
•	 Purple represents the students who rated themselves with a 5

An Assessment for Understanding Student Behaviour by Applying Machine Learning Technique
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Figure 3: Results compiled by the proposed approach
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B.	 Data Pre-processing

The second step is data preprocessing, in which a large amount of data is extracted and 
filtered. The randomly saved data is converted into usable and understandable sets of 
data. Then transformed it into structured data by storing it in the database.  It is a very 
vital step to generate accurate results. Sometimes, a developer or researcher is tempted 
to skip this step and move to the next but clustering of unstructured data is not a good 
approach. When we have a big amount of data, a lot of data is not required and it should 
be filtered out. For preprocessing the data set, we perform the following steps:

i.	 We prepared a google form and filled it by experts.
ii.	 Data is extracted from google Forms.
iii.	 Data cleaning is performed on extracted data like removing some extra columns.
iv.	 The refine data has 27 rows and 26 columns
v.	 K-mean clustering is applied to clean data
vi.	 By applying the algorithm, we get the results

C.	 Data Clustering 

Data Clustering is the third step. For categorizing, we applied k-means clustering to our 
structured data and, k as a result, we formed different sections of students. We set the 
value of k equal to the number of sections in which we want to divide our students, where 
k is equal to the total number of sections. We used the distance formula to determine the 
Euclidean distance as given in the following equation (i). The equation, ‘d’, represents the 
distance which can handle both ordinal and quantitative values. ‘X’ and ‘Y’ are the two 
coordinates or dimensions. A limit is applied on the dimensions, which is starts from ‘1’ 
and runs till its value riches to ‘p’

d(x,y) = ∑p
i=1 lxi-yi|                    (i)
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Pseudocode for k-means clustering Algorithm:
____________________________________________________________
Inputs:
	 D = {t1, t2…..., tn} 		  // student’s data
	 K 				    //total number of sections
Output:
	 K   				    // k sections of students
//initialization
1.  K-means algorithm:
2. Assign initial or random values for centroids (m1, m1……, mk)
3. For given values of iterations:
4.     Iterate through random values:
5.         Find the mean closest to the value
6.         Assign a value to mean
7.         Update mean
8. Repeat:
9. End

Assign the student each time to the section with which it has a minimum distance until 
convergence is achieved.

Figure 4: Demonstration of K-mean clustering algorithm for performing 
classification
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D.	 Data Classification

The next step is data classification, in which the students with the same characteristics and 
habits are grouped and allotted the same section. Depending on the students’ behavior, 
the most suitable teacher for them was assigned. This impact of the K-mean clustering 
algorithm is shown in Figure 4. This figure explains that there are a number of students. 
Every student has their own habits, characteristics, and behavior. When we applied the 
K-mean clustering algorithm to the students, it is fall in one section. Here we have a value 
of k is 3 so we have 3 sections, which means 3 types of categories for classification. 

E.	 Data Storage

All the machine learning and artificial intelligence algorithms are based on data. Data 
is the lifeline in it and for the prediction of anything this data is used. The fifth and last 
stage is data Storage. All grouped data and information of students and teachers are 
stored in the database.  Once data is collected, it must be stored in some reliable and 
secure database. The database is scalable thus that it can be increased or decreased when 
required.

4.	 Simulation and Results

The algorithm was applied and, as a result, regular subgroups or sections were made 
through the provided information. The algorithm divided the dataset into K pre-defined 
unique non-overlapping subgroups (clusters) where each information point has a place 
as it were one bunch. The following results were obtained after the first attributes were 
divided into 3 subgroups and the algorithm was applied.

In the first subgroup, the attributes considered were regarding the age and gender of 
the students, along with the attributes like students’ analyzing behavior including 
talkativeness, innovation, reserved nature, carefulness, deep thinking skills, stress 
handling, and worrying. While considering all these attributes, k-means clustering 
(keeping k = 3) was applied as illustrated in Figure 5 (a). It divided students into 3 clusters 
(0,1,2) in the ratio [11:6:5]. The figure shows that those students having carefulness and 
deep thinking are less chance of stress and worry.
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Figure 5 (a): k-means clustering (keeping k=3) on attribute set A

The second subgroup had students based on their age, gender and further attributes 
including laziness, confidence, shyness, obedience, punctuality, ability to work in groups, 
following directions while working, and understanding of nature. While considering 
the above-mentioned attributes, the K-means clustering algorithm (keeping k=3) was 
applied, as is illustrated in Figure 5 (b). This resulted in the division of students into 
3 clusters (0,1,2) in the ratio [8:6:8]. When the graph reaches 0, as it gives the highest 
values apart from values that have medium or low points.

Figure 5 (b): k-means clustering (keeping k=3) on attribute set A
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The attributes like age and gender of the students along with behaviors like deep thinking, 
stress handling, laziness, helping nature, worrying, interest in games and their frequent 
question asking were placed in the third subgroup. The k-means clustering algorithm 
(keeping k = 3) was applied by considering all of the above-mentioned attributes as 
illustrated in figure 5 (c). The students were divided into 3 clusters (0,1,2) in ratio [8:11:4]. 
Most of the values in the graph are high when they are away from the center value, which 
is zero. At zero, clusters have low values.

Figure 5 (c): k-means clustering (keeping k=3) on attribute set A

The algorithm was applied and all three sub-groups were merged after obtaining the 
above results. This was done while considering the attributes illustrated in Figure 5 (d). 
The division is made based on the students’ having the same characteristics and behaviors. 
These are then placed in the same sub-group and there are a total of 3 sub-sections. The 
students were divided into 3 clusters (0,1,2) in the ratio [5:6:12]. Most values are running 
in a synchronized way, and the values have similarly high and low points.
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Figure 5 (d): K-means on all three combined

6.	 Conclusion

The previous studies and research carried out in the field of student behavior 
understanding and the required advancements were investigated and discussed. For the 
data collection, an online survey was designed and filled out by students up to class 5, as the 
proposed work mainly focuses on primary level children. K-means clustering algorithm 
was applied to the collected data and the sections of pupils were made based on similar 
characteristics, habits, and behavior. In the future, a new algorithm is being developed 
that will allow us to divide the student population into sections that are proportionally 
even as the current algorithm divides the children into an uneven proportion. Further 
literature review will be enhanced and experiments will be performed for the validation 
of our work.
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Abstract

With the growth in technology, social networking has become an essential factor in 
human life. People connect and share information through social media applications like 
Instagram, Facebook, and Twitter. Though, it is witnessed that using such applications is 
challenging for blind users. Such applications are also stated to be incredibly inaccessible. 
This study examines the usefulness of the Facebook Messenger application by using 
smartphone devices for visually impaired and blind users. Firstly, a pilot experiment is 
conducted with five selected blind people, and their performance and interaction are 
observed with the existing Facebook Messenger application. A prototype is designed 
and implemented based on existing Web Content Accessibility Guidelines (WCAG) to 
minimize the difficulties observed during the initial experiment.
Further, twenty-one blind users experienced the proposed prototype and the existing 
messenger application. The findings have shown that the proposed prototype design fulfills 
the efficiency and user satisfaction for blind users. Finally, future work is recommended 
based on the acquired outcome to enhance the usability of social media applications. 

Keyword: Accessibility, social networking, blind users, WCAG 2.0 guidelines.

1.	 Introduction

In recent years, smartphones have increased and will reach 6,648 million users by 2022[1]. 
Smartphones are generally used to communicate, share photos and videos, play games, 
use social media applications, etc. Social media applications play a vital role in sharing 
information and a central role in socializing with people. It is stated that compared to 
other media platforms, Facebook is 67.4% popular [2]. Therefore, such applications must 
be adaptive to every environment and accessible to most users. However, blind or Visually 
Impaired (VI) people cannot utilize the applications effectively and efficiently because of 
accessibility issues, especially while accessing graphics [24]. Accessibility allows blind 
users to access the features virtually [3]. Facebook Messenger is generally accepted and 
widely considered more convenient than the Facebook website [16].
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However, Facebook Messenger applications should be developed under a comprehensive 
perspective to provide equal access to every citizen. Hence, the effectiveness of social 
networking applications is evaluated with people without any visual impairment. Though, 
the concerns are more significant for the part of VI people. As reported by World Health 
Organization, there are 285 million VI, out of which 39 million people are fully blind [4]. 
Hence, using mobile or social media applications is challenging with such impairment. 
Thus, blind people need a sighted person for assistance to access an application, which is 
helpful, but it is not prudent as sighted people are not always around or available.

Moreover, it is stated that 75% of people think that highly accessible applications are 
well-developed with assistive technology [5]. Above all, the complexity of the application 
is another challenge in accomplishing various tasks. The social media applications 
like Facebook Messenger have complex tasks, for example, creating a group, sending a 
message, deleting a conversation, etc.

There are several proposed guidelines to make the applications accessible and usable 
for blind users, like the World Wide Web Consortium's (W3C) Web Content Accessibility 
Guidelines (WCAG) [6]. However, WCAG 2.0 has given the means to measure the website's 
accessibility. Even though there are no such well-recognized guidelines to assess the 
accessibility of mobile phone applications [7]. The absence of implementing such 
procedures in websites and applications is also listed in the literature as a significant 
issue [10] - [15] that reduces the accessibility and loss of control. Therefore, it generates 
uncertainty in understanding the information, which reduces the interest of blind people 
and affects their overall performance [14]. Hence, examining the interaction between 
social media and blind users is necessary. This study aims to develop an accessible 
prototype of a messenger application based on problems identified in previous work 
[23]. Moreover, an experiment is performed to measure the performance of the proposed 
messenger using the System Usability Scale SUS questionnaire [9].

The rest of the paper is formatted as follows: Section two is the literature review that 
discusses the state-of-the-art techniques in social media and accessibility. Section three 
describes the proposed methodology, followed by section four, which presents our results. 
The last sections contain the conclusion and future work.

2.	 Literature Review

Social networking sites are a communication bridge between people. People communicate 
and share information on social media [17]. However, due to some accessibility issues, 
VI or blind users cannot access social networking sites correctly. Also, blind people 
conceptualize web interaction differently than sighted people [18]. 

Enhanced Accessibility of Facebook Messenger for Blind Users
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Some solutions are already provided for the difficulties faced by blind users. World Wide 
Web Consortium provided design standards for developers to make a web application 
accessible [3]. Furthermore, authors have developed accessible smartphone applications 
for blind users. The author created a flexible wayfinding smartphone application for all 
users. The application was further tested by eight VI users, which showed that VI users 
could use the application without any help [19]. In another study, VI and blind users 
experienced visual content on social networking sites and conducted qualitative research 
to discover the challenges, practices, and experiences of blind users [8].

Moreover, the author identified the use of social media in rural and peri-urban India [20]. 
They have also observed how the participants used computers, social media platforms, 
and smartphones. Further, the weaknesses and strengths of Facebook, WhatsApp, and 
Twitter for blind people are discussed, and a thorough analysis of how blind people with 
less income in India have adopted a social media voice opportunity.

Another study identified problems with the Facebook homepage [21]. The Facebook 
homepage interface was redesigned to an accessible version using HTML 5 and Human-
Computer Interaction guidelines and was further evaluated. Furthermore, the author 
assessed the affects caused in VI people while using the features of Facebook and 
compared their experience to the experiences of sighted users. Once the author collected 
the information, statistical analysis was performed to estimate users' feelings [22].

After studying various research contributions, it was evident that VI and blind people face 
inaccessibility issues, particularly with Facebook. Also, it is observed that there is little 
or almost no work done on measuring Facebook Messenger's accessibility. Moreover, the 
majority of the work is based on the website.

3.	 Proposed Methodology

Most of the present literature on Human-Computer Interaction (HCI) lies in the paradigm 
of positivism with the critical concept of discovering the undiscovered. Positivism falls 
toward the quantitative dominant research approach as an empirical phenomenon is 
considered to yield empirical prediction. In this study, as shown in figure 1, a quantitative 
dominant research approach has been followed using a controlled experiment method to 
define the real cause of the phenomenon and fundamental casual relations. 

https://doi.org/10.51153/kjcis.v5i2.125
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Figure 1: Block Diagram of the proposed methodology

The study is performed in two phases. Initially, the user’s opinion is assessed for the 
existing Facebook Messenger, which identifies the user’s thought through the tasks 
listed in Table I and the importance of WCAG guidelines through the current Facebook 
messenger [23]. Although, in this research, a comparative evaluation is performed among 
the existing Facebook messenger and the proposed messenger. During the experiment, 
the participant needed to narrate the tasks verbally while performing. The participants 
started describing the study, but it was observed that it slowed their productivity, and the 
participants' attention was distracted while explaining their job while interacting, which 
resulted in making mistakes.

Table 1: Tasks performed by blind users

Enhanced Accessibility of Facebook Messenger for Blind Users
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A.	 PHASE II: Evaluation of Proposed Facebook Messenger
This section gives the quantitative approach of the experimental studies based on 
interaction experiences of both the proposed and existing messenger using a multi-touch 
smartphone device.

i.	 Goals

The study's primary goal was to evaluate the usability of the two different messengers, 
i.e., existing Facebook Messenger and the proposed messenger for social networking for 
blind users using smartphones. This study may be beneficial in determining the usefulness 
of the messenger application for social networking from the user’s perspective.

ii.	 Device Used

The device used is the Samsung Galaxy J6 smartphone with Android Operating System, a 
commercially available touch-screen phone with improved image quality. This system is 
equipped with the Tru-Octa Core processor and 3.0 GB RAM. The Messenger applications 
are adequately adjusted before experimenting.

iii.	 Participants

Twenty-one participants (VI and blind users) were involved in this study. All the 
participants were chosen from the Government school of blind, Shamsabad in Rawalpindi, 
Pakistan. Amongst these participants, 11 were males, and 10 participants were females. 
The age of participants was between 18 to 36 years old. The selection criteria are based 
on their skills and experience using smartphones, familiarity with assistive technologies, 
and using existing Facebook Messenger.

iv.	 Task

For this study, the tasks were selected based on sharing information between group 
members, interaction, and transmission using social media applications. The jobs are: 
create a group, add participants in-group, create admin, modify group name, delete a 
conversation, and leave a group.

v.	 Hypothesis

A null hypothesis is formalized to determine the performance of the system. It is stated 
as there is no difference in task completion time when using the existing Facebook 
Messenger and the proposed messenger.

https://doi.org/10.51153/kjcis.v5i2.125



KIET Journal of Computing & Information Sciences [KJCIS] | Volume 5 | Issue 2 106

vi.	 System Development
The proposed messenger was designed and developed as an interactive and functional 
high-fidelity prototype. These prototypes were created using the Justin Mind tool. It 
allows the development of an interactive mobile application for the selected tasks. For 
each job, audio feedback is provided to the user to minimize confusion, and users do not 
need any assistance from other people.

The first task was to create a group. The button to create a new group is located at the 
end, as shown in Figure 2 (i). When the switch is tapped, it gives audio feedback as 
'create a new group.' Once the group has been created, it provides feedback to the user as 
' group created successfully. Once the group is completed successfully, the user can add a 
participant in-group and start a group chat. The audio feedback facilitates the user, and 
s/he does not need assistance from others. It differentiates between adding participants 
while creating a group and adding more friends after the group is completed, as shown 
in Figure 2 (ii).

Users can select any member and can create an admin. Furthermore, users can delete, 
block, or call any selected member, as shown in Figure 2 (iii). Moreover, the group details 
are categorized in the group details. Also, appropriate menu categories are adopted, 
so the user can easily access the digital content, as shown in Figure 2 (iv). The group 
details include the properties of a group such as a share link, request a member, delete a 
conversation, change color, emoji, name or photo, etc. 

Enhanced Accessibility of Facebook Messenger for Blind Users
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Figure 2: UI design of proposed messenger (i) create a new group, (ii) Add 
participant to a group, (iii) group members, and (iv) group settings

In this development of the proposed messenger, the aim was simplicity and minimized 
navigation depth compared to the existing Facebook messenger. Hence, the depth of 
the tasks (such as changing the group name, deleting the conversation, and leaving the 
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group) is minimized to increase the simplicity and reduce the navigation steps. As a 
result, blind people will efficiently perform all tasks in fewer steps. There are five steps 
in the existing Facebook messenger to change the group name, whereas, in the proposed 
messenger for the blind, the user only needs three simple steps to complete the same 
task, as shown in Figure 3 (i). The user needs five steps in existing Facebook Messenger 
to delete a conversation. As depicted in Figure 3 (ii), the user can complete the task in 
three simple steps in the proposed messenger. The navigation steps to reach an icon 
are reduced and minimized. Similarly, the user needs five efforts to leave a group in the 
existing Facebook messenger. Users only need three steps to complete the same task in 
the proposed messenger, as shown in Figure 3 (iii).

Figure 3: Steps while performing tasks (i) change group name, (ii) delete a 
conversation, and (iii) leave the group.

i.	 Procedure

The setting and smartphone setup for this study were organized in the laboratory in the 
Government school of blind, Shamsabad in Rawalpindi, Pakistan. The laboratory provides 
a comfortable seating arrangement for test participants. The procedure of this study is 
divided into three stages: before the experiment, i-e, the initial stage, to get consent and 
fill in demographic information, one which comprises the training and assessment of 
several tasks, and finally gathering the feedback of participants.

In the initial stage of the experiment, consent forms were read aloud to all the participants. 
The participants agreed to the terms and allowed us to record them. Afterward, they 
were repeatedly told the time to start the experiment and were provided time to fill in 
demographic information. 

In the second stage, all the participants were given a comfortable seating arrangement, 
and all tasks were explained again to clarify their doubts about the participants. Afterward, 
the participants randomly experienced existing Facebook messenger and proposed 
messenger using a smartphone.
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In the third stage, after the participants randomly experienced both the proposed and 
existing messenger, they presented their feedback using objective measure (efficiency) 
and subjective measure (user satisfaction by System Usability Scale questionnaire).

4.	 Experimental Analysis

The experiments are based on discovering the Facebook messenger's accessibility for 
blind users. Hence, phase I of the study explores the user's perspective about the tasks 
and shows the importance of Web Content Accessibility guidelines through existing 
Facebook messenger. Though, it is noticed that blind users face various issues while 
using such applications. According to the identified findings, the succeeding experiment 
is implemented, empirically assessing the accessibility of both existing and proposed 
Facebook messenger. The results of Phase 1 are mentioned in the previous research 
paper [23]. 

The previous study showed that blind users faced problems while performing the tasks, 
but they could finish them with human assistance. The responses of the blind people 
were compared with the WCAG guidelines, as shown in Table II, and discussed in the 
prior study [23]. These guidelines have four principles, i.e., perceivable, robust, operable, 
and understandable[6]. 

Table 2: Comparison of problems with WCAG guidelines

This section illustrates the findings of the research on both interfaces. It empirically 
assesses the accessibility of both the existing Facebook messenger and the proposed 
messenger. The data were converted from the questionnaire and objective measurements 
to the SPSS tool for statistical analysis. In total, 3 out of 24 participants stopped due to 
the incapability of using a smartphone. Of these 21 participants, 10 were females, and 
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11 were male. The gathered data is cleaned before applying any statistical analysis by 
removing missing values and outliers using a box plot.

Initially, efficiency is measured to complete all tasks of the application. Most participants 
spent time assigning an admin and changing the group name. Figure 4 shows the time 
calculated to achieve the existing Facebook messenger and proposed messenger tasks. 

An independent t-test was conducted to compare the mean for existing and proposed 
Facebook messenger. Every participant performed all eight tasks on both interfaces. The 
time for every job is depicted in Table III. The result of the Independent T-Test showed a 
significant difference in the scores for existing Facebook messenger (M=21.3, SD=3.59) 
and proposed Facebook messenger (M=9.7, SD= 2.2) conditions; t (40) = 12.54, p= 0.00; 
hence H0 is accepted. Overall results of the T-Test propose that the time to complete tasks 
in the proposed messenger is less than the existing Facebook messenger.

Table 3: Task Completion Time of Existing Facebook Messenger and Proposed 
Messenger

The efficiency of both interfaces is compared by comparing the mean values, as depicted 
in figure 8. Hence, the proposed messenger consumes less time to finish tasks than the 
existing Facebook messenger application. The chart shows that the time consumed to 
create an admin and send a message is more significant in the current Facebook Messenger 
than in the proposed messenger due to usability issues and lack of feedback.
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Figure 4: Time to complete tasks in both interfaces

An interview has been conducted to measure the usability of the proposed interface of 
Facebook messenger for blind users. The obtained data have a Cronbach's Alpha value of 
0.73. To analyze the SUS questionnaire, the scale of odd questions is subtracted by one, 
and the scale of actual questions is removed by 5. The final result is added and further 
multiplied by 2.5 [26]. A result below 70 means that the system has some usability issues, 
and scores above 70 are better [27]. The results are above average.

Figure 5: Total score and corresponding SUS Score
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The graph presented in Figure 5 shows the overall and corresponding SUS scores. The 
Cronbach Alpha Test is applied to the questionnaire to measure the consistency between 
the related items. According to the rule of thumb, the reliability coefficient is only 
acceptable if the result is above .70 or higher [27]. The alpha coefficient for 21 items of 
our questionnaire is 0.733, suggesting that the items have high internal consistency.

5.	 Discussion

The previous study's findings exposed that blind users face problems accessing social 
media because of the inaccessible content [23]. Therefore, several guidelines are suggested 
to make the mobile applications and websites more accessible for VI and blind users, such 
as Web Content Accessibility Guidelines (WCAG) and World Wide Web Content (W3C). 
The absence of such guidelines results in the lack of accessibility to social networking 
applications. Subsequently, the interest of blind users and overall performance is affected 
by the absence of accessibility to social media applications.

The study highlighted that the number of Facebook users worldwide is 67.4%, a 
comparatively higher value [2]. Thus, it indicates that Facebook is used more than other 
social media mobile applications. However, Facebook is inaccessible for blind users 
because of its great visual content. As a result, an overall interview was conducted with 
blind users related to the Facebook Messenger mobile application. Hence, it is discovered 
that blind users and VI have not yet identified group chat features in Facebook Messenger. 
Therefore, Facebook group chat in Facebook messenger aids fascinating social options 
for all blind users, such as updating the group name, creating a group for people with the 
same interests, sending a message to various people at a time, and deleting the entire 
group chat at once, etc. Thus, formative experiment research was conducted  (Phase I) to 
present this feature and identify accessibility problems that blind users encounter.

Moreover, the experiment was qualitative research-based. As we recognized through an 
investigation in Phase I, blind users faced issues related to navigation, understanding the 
context, and accessing the menu items [23]. Hence, the existing guidelines can be used to 
fix such identified challenges.
Furthermore, a summative experiment study was conducted to measure efficiency and 
satisfaction. Hence, to calculate the efficiency and identify a highly accessible interface 
for the blind, an experiment was conducted randomly on both interfaces by the same 
participants. One experiment is performed on the available Facebook messenger 
application, and the second experiment is performed on the Facebook Messenger 
Prototype for blind people. Each participant is supposed to serve all similar tasks on both 
interfaces. We observed and noted the time consumed for the participant to complete 
every task.
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A.	 Experiment on Existing Facebook Messenger

The outcomes showed all 21 participants completed the first task, while some of the 
participants consumed time to finish the task as they could not find create a new group 
button. Participants 2, 17, and 19 stated that the excessive amount of options makes 
it difficult for them to find the button. The participants did not face difficulty adding 
people and finished the task in less time except for participant 2. The participant needed 
guidance in finding the button to add friends. While sending a message, all the participants 
effectively completed the task, but participant 6 faced a little trouble finding the send 
button.

The participants successfully reached the voice message icon but with trouble. However, 
making a member admin of the group was time-consuming and challenging. As mentioned 
earlier, the task includes six navigation steps, which increases the time to finish the task. 
The participants were able to change the group name, but few of them consumed time. 
Once the participants reached the button, they could quickly delete the conversation and 
leave the group in less time.

B.	 Experiment on Advanced Facebook Messenger Prototype

The results determine that the experiment performed on the Facebook Messenger 
prototype consumed less time finishing the tasks than the already available application. 
As a result, participants did not face any difficulty or confusion in completing the tasks. 
The reason is appropriate audio feedback and applied guidelines on the prototype. The 
audio feedback helped participants in navigation. As for sending a voice message, the 
voice icon explains how to send a voice message: hold the button, record the audio, and 
then release it; once the participants release the controller, the message will be sent to the 
group. Hence, the time to reach the button is observed and noted, while one of the tasks 
that took time was to assign an admin. The outcome illuminates that every participant 
completed all tasks in less time, except Participant 11 took the time to finish the first task. 
Participant 2 consumed time to change the group name. The result of the experiment 
proved that the proposed Facebook Messenger prototype is accessible to blind users 
compared to the Available Facebook Messenger.

This paper aims to resolve the issues related to the accessibility of the Facebook Messenger 
mobile application. A contribution was added to the discussion by offering blind people's 
experiences with selected tasks in the messenger. The meeting was held around the 
challenges faced by blind people and solutions provided for them.
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6.	 Conclusion

We recognized the issues and difficulties which were faced by the participants while 
completing the tasks. Then their identified problems were noted down. Most of the 
issues encountered by the participants were related to the items, understanding the 
main context of the task and content, recognizing the menu, and navigation. Additionally, 
these problems were compared with the four WCAG 2.0 principles, i.e., perceivable, 
understandable, robust, and operable.

We recognized the issues and difficulties faced by the participants while completing the 
tasks. Then their identified problems were noted down. Most of the issues encountered 
by the participants were related to the items, understanding the main context of the task 
and content, recognizing the menu, and navigation. Additionally, these problems were 
compared with the four WCAG 2.0 principles, i.e., perceivable, understandable, robust, 
and operable.

WCAG 2.0 guidelines were recommended and implemented to reduce the problems 
and difficulties for the blind in accessing social media applications. There were 12 
recommended guidelines in the previous paper to increase the accessibility of the 
Facebook messenger application. In this paper, we have developed a Facebook messenger 
prototype to solve the accessibility problem of the Facebook messenger for blind people. 
A final controlled experiment is conducted to measure the time and satisfaction between 
both interfaces. Furthermore, time is measured through a t-test. The result of the t-test 
rejects the null hypothesis and proves that both systems are not equal.

Our research has identified several essential details. We can suggest the following 
research directions: The study is open to identifying accessibility problems faced by VI 
and blind users while accessing other social media applications, e.g., Instagram, Snapchat, 
and WhatsApp. A set of guidelines can be compared with the problems identified by blind 
users. With the help of these guidelines, we can implement the interfaces of other social 
media applications specifically for Blind users. Moreover, the satisfaction and usability of 
implemented interfaces can be further compared with existing interfaces of other social 
media applications. Besides, this experiment is conducted for a particular area and in a 
specific region. The data can be further collected from all the country's regions to make 
it a generic model. 
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Abstract

Voice is a primary tool for communications and voice disorders bring atypical 
characteristics in the voice which influence the quality of voice. Voice disorders are 
abnormal conditions that influence the quality of voice. Several protocols, including 
acoustic analysis, can detect clinical voice pathology. Based on the computerized acoustic 
analysis, machine learning algorithms and non-invasive systems may play a vital part 
in the initial detection, tracking, and growth of proficient pathological speech analysis. 
The methodology proposes to collect a non-pathological dataset, i.e., a healthy voice 
dataset, and offers a unique combination of feature extraction techniques combining Mel-
Frequency Cepstral Coefficients (MFCC), and Pitch. Support Vector Machine (SVM) was 
used as a machine learning classifier for the training and testing of the dataset model. 
The SVM algorithms demonstrated satisfactory training and testing accuracy rate, i.e., 
85.886%, which proves to be a milestone on the Urdu language dataset. 

Keyword: Voice dataset, Urdu language, SVM, MFCC, Pitch.

1.	 Introduction

The human voice is the fundamental means of communicating and delivering verbal 
meaning [1]. It has been reported by the ASHA (American Speech–Language–Hearing 
Association) [2] that vocal disorders, also known as voice pathology, have a significant 
influence on people's day-to-day and professional lives. Disordered voices can cause social 
disadvantages and inferiority complexes, especially those already marginalized. When a 
person's quality, pitch, or volume differs or is unsuitable for their age, sex, culture, or 
geographic region, they typically report having a voice problem. Expresses concern over 
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developing a voice that differs from one's usual one and does not satisfy basic demands, 
although others do not notice the difference [3]. Generally, sounds may be divided into 
three categories: voiced sounds (such as vowels and nasals), unvoiced sounds (such as 
fricatives), and stop-consonants (e.g., plosives). Although speech originates in the lungs, 
it is created when air travels through the larynx and vocal cords [4]. The sound can be 
categorized as follows based on the health of the larynx's vocal folds: the time-periodic 
and harmonic voiced sound; the more noise-like unvoiced sound [5]. Speech processing is 
a broad and well-studied issue with applicability in telecommunications, audiovisual, and 
other disciplines. Real-time speech processing offers more problems than offline action. 
The processing includes various features, such as differentiating between utterances, 
identifying the speaker, etc.

Waveform and source coding are the two central coding schemes used in speech modeling 
[6]. When the researchers first started, they tried to copy the sounds exactly, which they 
dubbed waveform coding. This technique uses quantization and redundancies to try to 
keep the actual waveform. Instead of separating the sound into different components, 
it can be divided up and then each one can be modeled independently. Source coding is 
the term used to describe this approach of employing variables. For the identification 
of the spoken phrases, gender, identification of the speaker, and further speech aspects 
might be used. Pitch is one of the essential aspects of speech. The difference in pitch 
between speech signals is substantial. Vocal fold oscillation frequency influences pitch: 
for example, a rise of 300 Hz is produced by oscillating the folds 300 times per second. 
While the air travels through the folds, integer iterations of the fundamental frequency 
(harmonics) are also made—the pitch changes with the singer's age. In the period 
leading up to adulthood, the pitch is about 250 Hz. Slope ranges from 60 to 120 Hz for 
mature males and 120 to 200 Hz for adult women [7]. For generating speech, Rabiner, 
and Schafer's [8] discrete-time model utilizes linear prediction. An impulsive oscillator 
simulates voiced speech excitement; a glottal shaping filter then processes the impulses. 
A random noise generator generates the unvoiced speech. Ideally, any characteristics 
chosen for a speech model (1) should not be purposefully influenced by the speaker, (2) 
should not be independent of their physical state, and (3) resistant to any ambient noises. 
Although a speaker's pitch may be readily adjusted, it can also be a low-pass filter that 
can be applied as a feature to remove any noise and interference. 

Much study has been conducted on voice processing/recognition in English, Spanish, 
German, and Arabic, but implementing these time-tested methods to the Urdu language 
has not been explored much. As a result, we should first lop a non-pathological dataset 
in the Urdu language to perform the speech recognition and then continue the effort for 
pathological datasets because voice disorders are highly effective psychological problems 
[2]. 

Automatic Speech Recognition on Non-Pathological Dataset of Urdu Language
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1.	 Urdu Language

The Urdu language is the official language of Pakistan. Urdu was hugely affected by 
Persian and Turkish and is written in a modified version of the Arabic script. The Persians 
adopted the Arabic letter in the 8th century, altering a few characters to represent Persian 
consonants found in Arabic. Some characters, such as the first two letters of the Urdu Alif 
and Alif MADD, may go directly beneath letters to alter the sound they make [9]. In table 
1, five Urdu letters that have been chosen to form the Urdu speech dataset to conduct this 
study are shown with their written pronunciation. 

Table 1. Pronunciation of selected Urdu letter in this study

2.	 Related Work 

Al-Nasheri in Focus on an accurate and efficient method for detecting and classifying vocal 
disorders based on extracted features by studying the use entropy in various frequency 
bands of autocorrelation. The autocorrelation was used an objective of to collect the 
maximal peak and lag values from each spoken signal frame for disease identification 
and categorization. After normalizing his values as features, in addition, we calculated 
the entropy of the speech signal at each frame. To evaluate the contributions of each band 
to the sensing and classification process, these characteristics were examined across a 
range of frequency ranges. Several samples were extracted from three databases in for 
the continuation of a vowel, both for ordinary and pathological voices. The classifier 
was a support vector machine. If the averages of healthy and diseased samples vary 
considerably, then the U-tests were conducted. The best detection and classification 
accuracies achieved differ depending on the band, method, and database used. The most 
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significant bands were for both detection and classification, a frequency range of 1000 Hz 
to 8000 Hz is recommended. [10]. Further Al-Nasheri investigate the parameters of the 
Multidimensional Voice Program (MDVP) to detect, classify, and automatically classify the 
voice pathology in multiple data banks. The experimental results show a clear difference 
in the performance of these database MDVP parameters. The parameters highly ranked 
differentiated between databases. Three MDVP parameters adjusted in accordance 
with the Fisher discrimination rate yielded the highest accuracy and the most accurate 
parameters were obtained [11]. Lastly Al-Nasheri et, al. work focuses on developing a 
precise and robust extraction of features for determining, classifying, and investigating 
voice pathologies using correlation functions in different frequency bands. In the MEEI, 
they describe a new algorithm for exploring voice pathologies from the sounds of 
sustained vows, particularly in the light of a possible gap: the classification of the co-
existing problems, which are the same as the principal phonic symptom, which implies 
similar interclass characteristics. Signal energy, null crossing rates, and signal entropy 
(SE) are used in the proposed technique to classify speech signals using the DPM, which 
provides an overview of the combined time and frequency data map [12]. 

Four diseases from the SVD dataset, including laryngitis, cyst, non-fluency syndrome, and 
dysphonia, were selected for analysis by Sidra et al. [13]. They extracted features from the 
audio signals and compared the results of four machine learning algorithms, including 
SVM, Nave Byes, decision tree, and ensemble classifier. They employed a comparison 
technique and a novel combination of features to identify laryngitis, cysts, non-fluency 
syndrome, and dysphonia in the SVD dataset using a purposeful sampling technique and 
the new features. To diagnose voice disorders with greater accuracy, a combination of 
particular 13 MFCC (Mel-frequency cepstral coefficients) characteristics, pitch, ZCR (zero-
crossing rate), spectral flux, spectral entropy, spectral centroid, and short-term energy is 
used. An audio sample of 10ms has been shown to provide the best outcome when a 
mixture of characteristics is extracted. In the inter-classifier comparison, four machine 
learning classifiers, SVM (93.18%), Naive Bayes (99.45%), decision tree (100%), and 
ensemble classifier (51%), were used. Naive Bayes and the decision tree have the highest 
detection rates among these precisions. The suggested methodology's chosen collection of 
characteristics yields the best results using naive Bayes and decision trees. Furthermore, 
the SVM has been shown to be the most often utilized method for determining voice 
conditions. For the most part, clinical identification of voice abnormalities using machine 
learning algorithms has been the focus of most research, according to Sidra et al. As a result, 
we were able to improve the convolutional neural network's accuracy by 87.11 percent 
compared to the previously reported accuracy by the use of the suggested technique. The 
present neural network's accuracy is comparable to CNN's, and the implications were 
almost identical. Working with the SVD dataset's neural network for the identification of 
voice disorders will provide improved results in the future [14].

Automatic Speech Recognition on Non-Pathological Dataset of Urdu Language
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3.	 Dataset 

The dataset collected to conduct this study contains non-pathological audio clips, i.e., a 
healthy voice at the data based on audio files that could serve the purpose of automatic 
speech recognition. There are a total of 37 letters in the Urdu language, out of which 
we have chosen five letters that can be seen in table 1. Depicting that there are many 
five classes in the proposed dataset. Each class contains 41 samples (each participant for 
every letter), so there are 205 recordings in the dataset. This dataset is still in the initial 
stages, adding more notes in the corpus. Dataset was prepared using the microphone of 
the iPhone 7 because iPhone has the best microphone installed that could easily filter the 
jittering in the recordings. Table 2 further represents the specifications of the proposed 
dataset. 

Table 2. Specifications of the dataset that was developed in the proposed 
methodology

Specification Table	
Subject	 Urdu language non-pathological voice dataset
Specific subject area	� Computerized speech recognition with the help of a machine learning 

classifier
Type of data	 Audio files
How data were acquired	 Using a microphone of an iPhone
Data format	 Raw, Analyzed
No. of classes	 5 classes/letters
No. of samples	 41 samples of each letter = 41 x 5 = 205
Parameters of data	 Data was collected in a noise free environment
No. of participants	 41
Demographics of participants	� Forty-one participants include both men and women in between the 

range of 18 till 36 years.

4.	 Methodology: 

In figure 1. SVM (Support Vector Machine) is used as a classifier to test the dataset collected 
in the first step of this paper. The training and testing dataset is divided into the ratio of 
80% and 20%. MATLAB classification app is used to train the model.  SVM is a decent tool 
for designing a speech recognition system. It tries to set up a threshold among classes, 
allowing labels to be anticipated from more than one vectors. This option, known as the 
hyper-plane, is chosen so that it is as far away as possible from the closest data points 
in each class. Support vectors are defined as the points that are closest to each other 
[15]. SVM classifier creates the most innovative hyperplane in the transformed entrance 
space, differentiates the exceptional groups, and maximizes the distance to nearby 
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cleanly separated instances. The variables of the hyperplane approach are a quadratic 
optimization problem [16]. To label a dataset, do the following:

(x1,y1)……(xn,yn),xi Rd                         (1)

Where xi is a vector representation of a characteristic and yi is a class mark (negative or 
positive) of a practice formula i. The optimal hyperplane is then described as follows:
          

wxT + b=0                                               (2)

Where w denotes the weight matrix, x denotes the input vector, and b denotes the bias W 
and b must satisfy the following in equalities for all components of the training collection.

wxT+b ≥ +1         if   yi= +1                   (3)

wxT+B ≤ -1         iF yi=-1                         (4)

Figure 1. The proposed methodology that used two core features, namely MFCCs 
and pitch, are extracted from each audio clip and fed to an SVM classifier to 

predict 5 Urdu letters. 

4.1. 	 MFCC
The Mel frequency cepstral coefficient is influenced by the human auditory cortex. As per 
the perception research, the human auditory system does not work on a linearly inbound 
sound with an initial frequency ‘f ' recorded in hertz (Hz) and a pitch defined on the Mel 
scale [17]. MFCC is defined as coefficients deduced from audio signals. The voice input is 
the audio signal input that goes through the framing process. Before framing, the audio 
signal goes through a pre-emphasis process, which helps achieve accuracy and efficiency. 
This process compensates for the higher frequency suppressed in the human auditory 

Automatic Speech Recognition on Non-Pathological Dataset of Urdu Language



KIET Journal of Computing & Information Sciences [KJCIS] | Volume 5 | Issue 2123

https://doi.org/10.51153/kjcis.v5i2.87

system throughout sound production.

	 C2 (n) = c(n) – d * c(n–1)	 (1)

Here, c2(n) represents the output signal, and the recommended values for d are 0.9 and 
1. The z transform of the filter is as follows:

	 H (Z) = 1 – D * Z-1)	 (2)

Following the pre-emphasis process, the goal is to divide the entire audio signal into 
several frames so that each frame signal can be easily analyzed and interpreted. The audio 
signal is divided into 10 ms frames, whereas the standard framing size is 25 ms [18]. It 
demonstrates that the frame length for a 50 kHz audio signal is 50 k * 0.01 = 500 samples. 
The framing step allows the frames to overlap. There is a frame step of 10 ms for the first 
500 samples. It starts at sample 0 and continues till the final audio signal has been heard, 
at which point the 500-sample structure ends. Since vowel recordings are included in the 
SVD dataset, the dataset specifies a recording duration of 10 ms, hence the 10 ms signal is 
used. When utilizing the Hamming window function, spectral artefacts may be minimized 
after framing. Convolution in the frequency domain results from the combination of short-
term spectrum and window transfer function (hamming). Each frame must be multiplied 
with hamming window [19] to maintain continuity between the first and last marks in 
the frame. The hammering window function is described below.

	 K(n) = 0.54 = 0.64 cos(2nnN – 1)	 (3)

K(n) denotes the window, and Q (n) means the output, whereas X (n) represents the 
input frame signal.
	 Q (n) = Xn) * w(n)	 (4)

	 Q(w) = FFT[k(t) * X(t)]	 (5)

	 Q(w) = k(w) * X(w)	 (6)

The signal's original strength is now transformed to the Mel frequency using the Mel 
filter bank. Neither filter has a constant distance between them, nor is the number of 
filters in the higher frequency range less than those found in the lower frequency range. 
Filter banks are the only ones that can be used on signals in both the time domain and 
frequency domain. When processing Mel frequency cepstral coefficients in the frequency 
domain, it is important (MFCC). Figure 2 shows the filter applied in the lower and higher 
frequency regions to demonstrate the frequency change. Pitch and frequency may be 
linked by using the Mel scale. Low-frequency pitch variations may be distinguished from 
those occurring at higher frequencies by the human hearing system. [20] The Mel scale 
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is used to extract elements that are specific to human hearing. Using this mathematical 
technique, the frequency response may be converted into the Mel Scale:

M(f) = 1125 * In(1 = f700)          (7)

Where f is the frequency of the audio signal.

5.	 Results: 

In graph 1, the classifier’s accuracy is calculated from the below formula. Whereas after 
finding the individual accuracies, the average accuracy is 85.866%.

 AUC =                  
true positive+true negative

                                  	            true positive+true negative+false positive+false negative

Figure 2. Accuracies of the voice signals of the Urdu letters 

6.	 Conclusion: 

Several studies have been conducted to detect voice pathologies. Because all cords are 
paralyzed, as a result of vocal cord paralysis, individuals often have a limited ability to 
speak or breathe. Invasive for patients, the screening test used to categorize these diseases 
of speech is intrusive in nature, so machine learning exploration and development have 
increased in recent years. The lack of analysis and automatic recognition of speech 
disorders of Urdu language encouraged authors to collect a non-pathological dataset. 
The average accuracy of the collected non-pathological dataset when trained and 
tested through the SVM classifier is 85.886%. In the future, we have planned to create 
a pathological dataset and perform automatic speech recognition by following the same 
method. 
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